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Given a directed graph G, the directed densest subgraph (DDS) problem refers to the finding of a subgraph

from G, whose density is the highest among all the subgraphs of G. The DDS problem is fundamental to a

wide range of applications, such as fraud detection, community mining, and graph compression. However,

existing DDS solutions suffer from efficiency and scalability problems: on a 3,000-edge graph, it takes three

days for one of the best exact algorithms to complete. In this article, we develop an efficient and scalable DDS

solution. We introduce the notion of [x , y]-core, which is a dense subgraph for G, and show that the dens-

est subgraph can be accurately located through the [x , y]-core with theoretical guarantees. Based on the

[x , y]-core, we develop exact and approximation algorithms. We further study the problems of maintaining

the DDS over dynamic directed graphs and finding the weighted DDS on weighted directed graphs, and we

develop efficient non-trivial algorithms to solve these two problems by extending our DDS algorithms. We

have performed an extensive evaluation of our approaches on 15 real large datasets. The results show that

our proposed solutions are up to six orders of magnitude faster than the state-of-the-art.
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1 INTRODUCTION

In emerging systems that manage complex relationship among objects, directed graphs are often
used to model their relationships [3, 13, 40, 51]. For example, in online microblogging services
(e.g., Twitter and Weibo), the “following” relationships between users can be captured as directed
edges [40]. Figure 3(a) depicts a directed graph of the following relationship for five users in a
microblogging network. Here, Alice has a link to David because she is a follower of David. As
another example, in Wikipedia, each article can be considered as a vertex, and each link between
two articles is represented by a directed edge from one vertex to another [13]. As yet another
example, the Web can also be viewed as a huge directed graph [3].

In this article, we study the problem of finding the densest subgraph from a directed graph G,
which was first proposed by Kannan and Vinay [41]. Conceptually, this directed densest sub-

graph (DDS) problem aims to find two sets of vertices, S∗ andT ∗, fromG, where (1) vertices in S∗

have a large number of outgoing edges to those inT ∗, and (2) vertices inT ∗ receive a large number
of edges from those in S∗. To understand DDS, let us explain its usage in fake follower detection
[35, 65] and community mining [43]:
• Fake follower detection [35, 65] aims to identify fraudulent actions in social networks [35].

Figure 1 illustrates a microblogging network, with edges representing the “following” relationship.
By issuing a DDS query, two sets of users, S∗ and T ∗, are returned. Compared with other users, d
(inT ∗) has unusually a huge number of followers (a, e, f ,д,h) in S∗. It may be worth investigating
whether d has bribed the users in S∗ for following him/her.
• Community mining [43]. In Reference [43], Kleinberg proposed the hub-authority concept for

finding web communities, based on a hypothesis that a web community is often comprised of a
set of hub pages and a set of authority pages. The hubs are characterized by the presence of a large
number of edges to the authorities, while the authorities often receive a large number of links from
the hubs. A DDS query can be issued on this network to find hubs and authorities. In Figure 2, for
example, websites in S∗ can be viewed as hubs providing car rankings and recommendations, while
websites in T ∗ play the roles of authorities as the official websites for well-known automakers.

DDS queries are also useful for graph compression, as discussed in Reference [12]. Particularly,
Buehrer and Chellapilla [12] proposed to reduce the number of edges by introducing virtual nodes
linking to S∗ and T ∗ without sacrificing the connectivity of G. Gionis and Tsourakakis provide
more applications of the DDS problem in Reference [31].

Now let us give more details about the DDS query [6, 15, 41, 42]. Given a directed graph G =
(V ,E) and sets of (not necesssarily disjoint) vertices S,T ⊆ V , the density of the directed subgraph
induced by (S,T ) is the number |E (S,T ) | of edges linking vertices in S to the vertices in T over

the square root of the product of their sizes, i.e., ρ (S,T ) = |E (S,T ) |√
|S | |T | . Based on this definition, the

DDS problem aims to find a pair of sets of vertices, S∗ andT ∗, such that ρ (S∗,T ∗) is the maximum
among all possible choices of S,T ⊆ V . For instance, for the directed graph in Figure 3(a), the DDS
is the subgraph induced by S∗ = {a,b} andT ∗ = {c,d }, (see Figure 3(b)). Its density is ρ∗ = 4√

2×2
= 2.

The DDS is exactly what the above applications need. In the DDS definition, we do not impose
restrictions on the overlap between S∗ and T ∗, because it would be interesting to see whether S∗

andT ∗ will overlap with each other by nature. Restricting S∗ ∩T ∗ is hard to set the threshold and
may lose some interesting results. We have a case study discussing this issue in Section 9.
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Fig. 1. An example of fake follower detection. Fig. 2. An example of web community.

Fig. 3. Illustrating the directed densest subgraph problem (or DDS problem) on the directed graph.

In undirected graphs, the density of a graphG = (V ,E) is defined to be ρ (G ) = |E |
|V | [32], which is

different from that in directed graphs. Hence, finding the densest subgraph in undirected graphs
(DS problem for short) amounts to finding the subgraph with the highest average degree [32].
For example, for the undirected graph G in Figure 3(c), the DS is G itself, and its density is 6

5 ,
since there is no subgraph with higher density. We can observe that when S = T , the density of a
directed graph reduces to the classical notion of the density of undirected graphs. Thus, it naturally
generalizes the notion of the density of undirected graphs. However, the DDS problem returns two
sets, S∗ andT ∗, which provide the advantage to distinguish different roles of vertices in the above
applications.

Impact. The densest subgraph problem lies at the core of large-scale data mining [6]. DDS is
an important primitive for real-world applications, such as fake follower detection [35, 65] and
community detection [43]. Theoretically, the densest subgraph problem closely connects to funda-
mental graph problems such as network flow and bipartite matching [69]. Hence, the DDS problem
receives much attention from the communities of the database, data mining, theory, and network
analysis.

State-of-the-art. For a directed graph G = (V , E), we denote its number of vertices and edges
by n andm, respectively. In the literature, both exact [15, 42] and approximation algorithms [6, 15,
41] have been studied. The state-of-the-art exact algorithm is a flow-based algorithm [42], which

mainly involves two nested loops: The outer loop enumerates all the n2 possible values of |S ||T |
(1 ≤ |S |, |T | ≤ n), while the inner loop computes the maximum density by using binary search

on a flow network, regarding a specific value of |S ||T | . The inner and outer loops take O (n2
√
m)

and O (n2) time, respectively, so its overall time complexity is O (n4
√
m), which is prohibitively

expensive for large graphs.
To improve efficiency, approximation algorithms have been developed, the most efficient one

being the algorithm in Reference [42], which only costs O (n +m) time, since it iteratively peels
the vertex with the smallest indegree or outdegree. However, it was misclaimed to achieve an
approximation ratio of 2, as we will show in Section 4.2. Here, the approximation ratio is defined
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Table 1. Summary of Exact DDS Algorithms

Algorithm Time complexity

LP-Exact [15] Ω(n6)
Exact [42] O (n2 · tmax−flow)

DC-Exact (Ours) O (k · tmax−flow)

Note: Theoretically, k ≤ n2. But, k � n2, in practice. tmax−flow denotes the time complexity of maximum flow

computation. In our implementation [2], tmax−flow = O (n2√m).

Table 2. Summary of Approximation DDS Algorithms

Algorithm Approx. ratio Time complexity

KV-Approx [41] O (logn) O (s3n)

PM-Approx [6] 2δ (1 + ϵ ) O (
log n

log δ
log1+ϵ n(n +m))

KS-Approx [42] >2 O (n +m)
BS-Approx [15] 2 O (n2 · (n +m))

BS-Approx-δ [15] 2δ O (
log n

log δ
(n +m))

Core-Approx (Ours) 2 O (
√
m(n +m))

Note: s is the sample size; ϵ > 0, δ > 1 are the error tolerance parameters. KS-Approx [42] made a misclaim that its

approximation ratio is 2, which is actually larger than 2.

as the ratio of the density of the DDS over that of the subgraph returned. This makes the algorithm
proposed by Charikar in Reference [15] the best available 2-approximation algorithm, and its time
complexity isO (n2 (n+m)). Clearly, it is still very expensive, warranting more efficient algorithms.
Tables 1 and 2 summarize the properties of the exact and approximation algorithms, respectively.

Our technical contributions. To improve the state-of-the-art exact algorithm [42], we opti-
mize its inner and outer loops. Specifically, for the inner loop, we introduce a novel dense subgraph
model on directed graphs, namely, [x , y]-core, inspired by the k-core [71] on undirected graphs.
That is, given two sets of vertices S and T of a graph G, the subgraph induced by S and T in G is
the [x , y]-core, if each vertex in S has at least x outgoing edges to vertices in T , and each vertex
in T has at least y incoming edges from vertices in S . Theoretically, we show that DDS can be
accurately located through the [x , y]-cores, which are often much smaller than the entire graph.
As a result, we can build the flow networks on some [x , y]-cores, rather than the entire graph,
which greatly improves the efficiency of computing the maximum flow. For the outer loop, we

propose a divide-and-conquer strategy, which dramatically reduces the number of values of |S ||T |
examined from n2 to k . In other words, the number of iterations in the outer loop is k , instead of
n2. Theoretically, k ≤ n2, but in practice k � n2. Based on the two optimization techniques above,
we develop an efficient exact algorithm DC-Exact.

In addition, the edges of directed graphs in real applications often carry weights. For example,
in the flight network [60] where the airports are represented by vertices and the flights between
airports are represented by edges, the weight of an edge denotes the flight frequency between
two airports. In the literature, the DS problem on the edge-weighted undirected graphs has been
extensively studied [5, 37]. However, the problem of finding the weighted DDS (or WDDS) on
weighted directed graphs has not been studied yet; thus, this motivates us to study efficient so-
lutions to tackle this problem. To find the WDDS, we extend the [x , y]-core to support weighted
directed graphs, namely, [xw , yw ]-wcore. Then, we theoretically establish the connection between
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the [xw ,yw ]-wcores and the WDDS. Based on the connection and the divide-and-conquer strategy
in DC-Exact, we propose an exact algorithm called WDC-Exact.

We further show that, theoretically, the [x∗w , y∗w ]-wcore, where x∗wy
∗
w is the maximum value

among the values of xw and yw for all the [xw , yw ]-wcores, provides a 2-approximation solution
to the WDDS problem. The cardinality of xw and yw in [xw , yw ]-wcores can be extremely large
because xw ,yw ∈ R+. Thus, it will be impractical to emumrate all possible [xw , yw ]-wcores.
To enable the efficient computation of the [x∗w , y∗w ]-wcore, we propose a fast approximation
algorithm, denoted by WCore-Approx, based on a stair-climbing strategy. For the unweighted
case, we introduce several novel core number pair concepts. Based on the new concepts, we
propose an optimized algorithm for unweighted graphs, called Core-Approx, which completes
in O (

√
m · (n +m)) time. Therefore, compared to existing 2-approximation algorithms, it has the

lowest time complexity.
Furthermore, in the aforementioned applications, the directed graphs are inherently dynamic.

For example, new users join the following/follower relationship network of Twitter, and the fol-
lowing/follower relationships also evolve frequently, which makes the whole network update dy-
namically. However, the DS problem in dynamic undirected graphs has been extensively studied
[5, 9, 18, 37, 68]. A straightforward method to address this problem is to recompute the DDS
from scratch each time whenever a new update is made on the network, which obviously is
time-consuming, rendering it impractical, especially for large graphs whose updates are highly
frequent. To improve the efficiency, we propose novel efficient algorithms for maintaining the
2-approximation DDS under edge updates, since the vertex insertion (respectively, deletion) can
be treated as a sequence of edge insertions (respectively, deletions). The algorithms are free of
extra memory usage due to their index-free property and unlikely to iterate the whole graph by
exploiting the locality of the DDS, so they are able to process large graphs efficiently.

We have experimentally compared our proposed DDS solutions with the state-of-the-art solu-
tions on more than 10 real graphs, where the largest one consists of around 2 billion edges. The
results show that for the exact DDS algorithms, our proposed DC-Exact is over six orders of mag-
nitude faster than the baseline algorithm on a graph with around 6,500 vertices and 51,000 edges.
Besides, for approximation DDS algorithms, our proposed Core-Approx can scale well on billion-
scale graphs and is also up to six orders of magnitude faster than the existing 2-approximation
algorithm. Furthermore, the experimental results on dynamic directed graphs show that our pro-
posed DDS maintenance algorithms could be up to five orders of magnitude faster than recomput-
ing from scratch. In addition, we have evaluated our exact and approximation algorithms for the
WDDS problem and conduct a case study about fake review detection using the exact algorithm
WDC-Exact, which shows that the WDDS on directed graphs can provide valuable insights towards
detecting fraudulent behaviors.

Outline. The rest of the article is organized as follows: We review the related work in Section 2.
In Section 3, we formally present the DDS problem and the WDDS problem. Section 4 reviews the
state-of-the-art DDS algorithms and discusses their limitations. Section 5 introduces the formal
definitions of the [x , y]-core and the [xw , yw ]-wcore and their density bounds in unweighted and
weighted graphs, respectively. We present our exact DDS and WDDS algorithms in Section 6 and
approximation DDS and WDDS algorithms in Section 7. Section 8 presents how to maintain the
DDS over dynamic directed graphs. Experimental results are presented in Section 9. We conclude
the article in Section 10.

2 RELATED WORK

The densest subgraph can be regarded as one type of cohesive subgraphs. Gionis and Tsourakakis
provide a comprehensive study over the applications on the densest subgraph discovery [31]. Other
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related topics contain k-core [71, 78], k-truss [17, 39], cliques and motifs [36, 49, 50, 52], as well
as community search [19–26, 38, 77] based on k-core and k-truss. In the following, we focus on
two groups of work on densest subgraph discovery on undirected graphs [32] and directed graphs
[41], respectively.

Densest subgraph discovery on undirected graphs. In Reference [32], Goldberg introduced
the densest subgraph discovery problem (DS problem), which aims to find the subgraph
whose edge-density is the highest among all the subgraphs where the edge-density of a graph

G = (V , E) is defined as |E ||V | , and proposed a max-flow-based algorithm to compute the exact dens-

est subgraph. Tsourakakis [74] and Mitzenmacher et al. [56] generalized the above edge-density
as clique-density and developed efficient exact algorithms for finding the corresponding DS. Sun
et al. [72] studied the clique-density based DS problem with larger cliques and provided a simple
but efficient near-optimal algorithm. Recently, Fang et al. [27] have proposed efficient DS algo-
rithms by exploiting k-cores that are able to find the densest subgraphs for a wide range of graph
density definitions such as edge-density, clique-density, and pattern-density. Generally, the exact
DS algorithms [27, 32, 74] work well on small or moderate-size graphs, but they are inefficient for
processing large graphs, as shown in Reference [27]. To remedy this issue, several efficient approxi-
mation algorithms have been developed. In Reference [15], Charikar developed a 2-approximation
algorithm that takes linear time cost. Fang et al. [27] improved the algorithm by exploiting k-cores.
In Reference [6], Bahmani et al. designed a parameterized approximation algorithm, which achives
an approximation of 2(1+ϵ ) where ϵ > 0. Boob et al. [11] present an iterative peeling algorithm to
output near-optimal solutions fast by adding a few more passes to Charikar’s greedy algorithm. Be-
sides, many variants of the DS problem have been studied. In Reference [8], Bhaskara et al. studied
the densest k-subgraph problem, where a k-subgraph means a subgraph consisting of k vertices.
Qin et al. [66] developed solutions for finding the top-k locally densest subgraphs. In Reference
[56], Mitzenmacher et al. studied the (p, q)-biclique densest subgraph problem on bipartite graphs.
Tsourakakis et al. [75] developed algorithms for discovering quasi-cliques with quality guarantees.
Recently, Tatti and Gionis [73] and Danisch et al. [16] have studied the topic of density-friendly
graph decomposition, which decomposes a graph into a chain of subgraphs, where each subgraph
is nested within the next one and the inner one is denser than the outer ones.

For undirected graphs whose edges are associated with weights, Hu et al. [37] and Angel et al.
[5] have developed some efficient algorithms to find the densest subgraphs. Hu et al. [37] ex-
tended Goldberg’s max-flow-based algorithm [32] to support weighted undirected graphs. Angel
et al. [5] studied the efficient maintenance of dense subgraphs under streaming edge weight up-
dates. Tsourakakis et al. [76] shows that the DS problem for weighted graphs is polynomial-time
solvable when the weights are non-negative and is NP-hard for negative weights. Besides, there
are some works [5, 9, 18, 37, 68, 69] about maintaining the densest subgraphs on dynamic graphs,
where every update comes online and can either insert an edge to, or remove an existing edge
from the graph. Angel et al. [5] proposed a DS maintenance algorithm for processing streaming
edge weight updates in a weighted undirected graph. Epasto et al. [18] dynamically maintained the
approximate DS where edge insertions are adversarial and deletions are randomly picked. Hu et al.
[37] considered the dynamic maintenance of approximate DS in weighted hypergraphs, where an
edge can join any number of vertices. Bhattacharya et al. [9] proposed a fully dynamic (4 + ϵ )-
approximation algorithm that uses sublinear space and poly-logarithmic amortized time per up-
date, where ϵ > 0. Sawlani and Wang [69] gave the fully dynamic algorithm that maintains a
(1 + ϵ )-approximation densest subgraph in worst-case time poly(logn, ϵ−1) per update.

Densest subgraph discovery on directed graphs. Kannan and Vinay [41] were the first
to introduce the notion of density and the problem of the densest subgraph on directed graphs
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(DDS problem). In Reference [15], Charikar developed an exact algorithm for this problem,
which completes in polynomial time cost by solving O (n2) linear programs. Later, in Reference
[42], Khuller and Saha proposed a flow-based algorithm, which also takes polynomial time
cost. Table 1 summarizes the time complexities of these exact algorithms. Nevertheless, all
these exact algorithms are computationally expensive for large graphs, so researchers have
developed efficient approximation algorithms. In Reference [41], Kannan and Vinay proposed an
O (logn)-approximation algorithm to compute the densest subgraph. In Reference [15], Charikar
designed a 2-approximation algorithm with a time complexity of O (n2 · (n + m)). In Reference
[42], Khuller and Saha presented a linear approximation algorithm and claimed that it achieves
an approximation of 2. Unfortunately, as we shall show in Section 4.2 (Example 4.1), the claim is
incorrect. In Reference [6], Bahmani et al. developed a 2(1+ϵ )-approximation algorithm based on
the streaming model (ϵ > 0). Moreover, in Reference [4], Andersen used the density definition by
Kannan and Vinay for finding local dense bipartite graphs given a vertex to be contained. Table 2
summarizes the approximation ratios and time complexities of these approximation algorithms.
The maintenance algorithm for Reference [9] can be extended to the directed graphs with an
approximation ratio of 8+ ε , while the approximation ratio of our proposed dynamic maintenance
algorithm is 2. Besides, to the best of our knowledge, no previous work has studied the DDS
problem on weighted directed graphs, so our work is the first to study the problem.

An earlier version of this article is presented in Reference [53]. Compared to the old version,
this article has several newly added contributions, which are summarized as follows:

(1) We develop non-trivial DDS maintenance algorithms, which are able to efficiently maintain
the 2-approximation DDS on dynamic directed graphs in Section 8;

(2) We design both efficient exact and approximation algorithms for finding the WDDS on
weighted directed graphs in Section 6 and Section 7 based on the new concept, [xw , yw ]-
wcore in Section 5.2;

(3) We evaluate the algorithms for maintaining the DDS on dynamic graphs and finding the
WDDS on weighted directed graphs in terms of efficiency and effectiveness in Section 9,
and we also conduct a case study in Section 9.

3 PROBLEM DEFINITIONS

In this section, we give the formal definitions of the densest subgraph on unweighted directed
graphs and weighted directed graphs, respectively. Table 3 lists the notations used in this paper.

3.1 The DDS Problem

Let G = (V , E) be a directed graph, n = |V | and m = |E | be the number of vertices and edges in
G, respectively. Given two sets of vertices, S,T ⊆ V , which are not necessarily disjoint, we use
E (S , T ) to denote the set of all the edges linking their vertices, i.e., E (S , T ) = E ∩ (S × T ). The
subgraph induced by S ,T , and E (S ,T ) is called an (S ,T )-induced subgraph, denoted byG[S,T ]. For
a vertex v ∈ G, we use d+G (v ) and d−G (v ) to denote its outdegree and indegree in G, respectively.
Next, we formally present the density of a directed graph [41] and the problem of Directed Densest
Subgraph discovery, or DDS problem. Unless mentioned otherwise, all the graphs mentioned later
in this article are directed graphs.

Definition 3.1 (Density of a Directed Graph). Given a directed graph G = (V , E) and two sets of
vertices S,T ⊆ V , the density of the (S , T )-induced subgraph G[S , T ] is

ρ (S,T ) =
|E (S,T ) |
√
|S | · |T |

. (1)
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Table 3. Notations and Meanings

Notation Meaning

G = (V , E) a directed graph with vertex set V and edge set E
Gw = (V , E,W ) a weighted directed graph with vertex set V , edge set E, and edge weight setW

n,m n = |V |,m = |E |
H = G[S,T ] the subgraph induced by S and T in G
E (S,T ) the edges induced by S and T in G

d+G (v ), d−G (v ) the outdegree and indegree of a vertex v ∈ G respectively

ρ (S,T ) the density of the (S , T )-induced subgraph

D = G[S∗,T ∗] the densest subgraph D in G
ρ∗ ρ∗ = maxS,T ⊂V {ρ (S,T )} = ρ (S∗,T ∗)

D̃ = G[S̃∗, T̃ ∗] the approximate densest subgraph in G

ρ̃∗ = ρ (S̃∗, T̃ ∗) the density of D̃
F = (VF ,EF ) a flow network with node set VF and edge set EF

Definition 3.2 (DDS). Given a directed graph G = (V , E), a directed densest subgraph (DDS) D is
the (S∗, T ∗)-induced subgraph, whose density is the highest among all the possible (S , T )-induced
subgraphs.

Problem 1 (DDS Problem [6, 15, 31, 41, 42, 53, 54]): Given a directed graph G = (V , E), return a
DDS1 D = G[S∗, T ∗] of G.

Example 3.3. Consider the directed graph in Figure 3(a). Its DDS D = G[S∗, T ∗] is the subgraph
highlighted in Figure 3(b), where S∗ = {a,b} and T ∗ = {c,d }, since its density ρ (S∗,T ∗) = 4√

2×2
= 2

is higher than the density of any other (S , T )-induced subgraphs. For instance, if we let S = V and
T = V , then we get a (V , V )-induced subgraph H = G[V , V ], and its density is ρ (V ,V ) = 6√

5×5
= 6

5 ,

which is less than 2.

3.2 The WDDS Problem

A weighted directed graph is a triplet Gw = (V , E, W ), where V and E denote the sets of vertices
and edges, respectively (E ⊆ V × V ), andW = {we |e ∈ E} contains the edge weights assigned to
the edges. Here, we restrict we ≥ 0. For a vertex v ∈ Gw , we use w−Gw

(v ) =
∑

e=(u,v )∈E we and

w+Gw
(v ) =

∑
e=(v,u )∈E we to denote its weighted indegree and weighted outdegree in Gw , respec-

tively. Inspired by the formulation of density on weighted undirected graphs [57], we introduce
the definition of density for weighted directed graph, also called weighted-density, as follows:

Definition 3.4 (Weighted-density). Given a weighted graph Gw = (V , E, W ) and two vertex sets
Sw ,Tw ⊆ V , the weighted-density of the (Sw , Tw )-induced subgraph H = Gw [Sw , Tw ] is

ρw (Sw ,Tw ) =
Σe ∈E (Sw ,Tw )we√
|Sw | · |Tw |

. (2)

Definition 3.5 (WDDS). Given a weighted directed graph Gw = (V , E,W ), a weighted directed

densest subgraph (WDDS) Dw is the (S∗w ,T ∗w )-induced subgraph, whose weighted-density is the
highest among all the possible (Sw , Tw )-induced subgraphs.

Problem 2 (WDDS Problem): Given a weighted directed graphGw = (V , E,W ), return a WDDS2

Dw = Gw [S∗w , T ∗w ] of Gw .

1There might be several directed densest subgraphs of a graph, and our algorithm will find one of them.
2There might be several weighted directed densest subgraphs of a graph, and our algorithm will find one of them.

ACM Transactions on Database Systems, Vol. 46, No. 4, Article 13. Publication date: November 2021.



On Directed Densest Subgraph Discovery 13:9

Fig. 4. Illustrating the flow network.

Example 3.6. Figure 7(a) depicts a weighted graph Gw , where the weight of the edge (d , c ) is 2,
and the weights of others are 1. Figure 7(b) depicts the WDDS ofGw , i.e., Dw = Gw [S∗w ,T ∗w ], where

S∗w = {a, b, d } and T ∗w = {c , d }, and its weighted-density is ρw (S∗w ,T
∗
w ) =

∑
e∈E (S∗w ,T ∗w ) we√
|S∗w | |T ∗w |

= 6√
6
=
√

6.

4 STATE-OF-THE-ART DDS ALGORITHMS

In this section, we review the state-of-the-art exact and approximation DDS algorithms [15, 42].
Note that in this article, the approximation ratio of an approximation algorithm is defined as the
ratio of the maximum density over the density of the subgraph returned.

4.1 The Exact Algorithm

The state-of-the-art exact algorithm [42] computes the DDS by solving a maximum flow problem,
which generally follows the same paradigm of the exact algorithm [32] of finding the densest
subgraphs on undirected graphs. We denote this algorithm by Exact. A flow network [34] is a
directed graph F = (VF , EF ), where there is a source node3 s , a sink node t , and some intermediate
nodes; each edge has a capacity, and the amount of flow on an edge cannot exceed the capacity of
the edge. The maximum flow of a flow network equals the capacity of its minimum st-cut, 〈S, T 〉,
which partitions the node set VF into two disjoint sets, S and T , such that s ∈ S and t ∈ T .

Algorithm 1 presents Exact. It first enumerates all the possible values of a = |S |
|T | (Algorithm 2).

Then, for each a, it guesses the value д of the maximum density via a binary search (lines 2–5).
After that, for each pair of a and д, it builds a flow network and runs the maximum flow algorithm
to compute the minimum st-cut 〈S, T 〉 (lines 6–11). Note that if S\{s} � ∅, then there must be an
(S , T )-induced subgraph such that its density is at least д. If such a subgraph exists and д is larger
than ρ∗, then we update the DDS D and its corresponding density ρ∗ (Algorithm 11). Note A and
B are two node sets contained in VF (cf. Algorithm 15 and Figure 4). To build the flow network, it
first creates a set VF of nodes (lines 14–15), and then adds directed edges with different capacities
between these nodes (lines 16–20). For example, for the direct graph depicted in Figure 3(a), we
can build a flow network as shown in Figure 4. Note αe in A (respectively, βa and βb in B) is
(respectively, are) omitted in Figure 4 for simplicity, because of the lack of outgoing edges for e
(respectively, incoming edges for a and b).

Limitations. In Algorithm 1, the number of possible values of a is n2, and for each a, the while
loop of binary search will have O (logn) iterations. Using a parametric max-flow algorithm [29],
the total time cost required for the O (logn) iterations is the same as the cost of one maximum

3We use “node” to mean “flow network node” in this article.
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ALGORITHM 1: Exact [42]

Input :G = (V , E)

Output : The exact DDS D = G[S∗, T ∗]
1 ρ∗ ← 0;

2 foreach a ∈ { n1
n2
| 0 < n1,n2 <= n} do

3 l ← 0, r ← maxu ∈V {d−G (u), d+
G

(u)};

4 while r − l ≥
√

n−
√

n−1

n
√

n−1
do

5 д ← l+r
2 ;

6 F = (VF , EF )← BuildFlowNetwok(G, a, д);

7 〈S, T 〉 ← Min-ST-Cut(F);

8 if S = {s} then r ← д ;

9 else

10 l ← д;

11 if д > ρ∗ then D ← G[S ∩A,S ∩ B], ρ∗ = д;

12 return D;

13 Function BuildFlowNetwok(G = (V ,E), a, д):

14 A← {αu |u ∈ V }, B ← {βu |u ∈ V }, EF ← ∅;
15 VF ← {s} ∪A ∪ B ∪ {t };
16 for αu ∈ A do add (s,αu ) to EF with capacitym;

17 for βu ∈ B do add (s, βu ) to EF with capacitym;

18 for αu ∈ A do add (αu , t ) to EF with capacitym +
д√
a

;

19 for βu ∈ B do add (βu , t ) to EF with capacitym +
√
aд − 2d−

G
(u);

20 for (u,v ) ∈ E do add (βv ,αu ) to EF with capacity 2;

21 return F = (VF ,EF )

flow computation within a constant factor. We use the push-relabel algorithm based on the high-
est label node selection rule [2], which is generally regarded as the benchmark for maximum flow
algorithms with a time complexity of O (n2

√
m) [33], for the minimum st-cut computation.4 Con-

sequently, the total time complexity of Exact is O (n4
√
m), which is very inefficient on even small

graphs. For example, our later experiments show that Exact takes more than two days to find the
DDS on a graph with ∼1,200 vertices and ∼2,600 edges. The sources of inefficiency are three-fold:
First, it needs to check all the n2 values of a, which is very costly. Second, the flow network F is
always built on the entire graph in each iteration, while the DDS is often a small subgraph of G.
Third, the initial lower and upper bounds of ρ∗ are not very tight. Therefore, there is room for
improving its efficiency.

4.2 Approximation Algorithms

The state-of-the-art approximation algorithm KS-Approx [42] follows the peeling paradigm. Specif-
ically, it works in n rounds. In each round, it removes the vertex whose indegree or outdegree is
the smallest and recomputes the density of the residual graph. Finally, the subgraph whose density
is the highest is returned. Algorithm 2 outlines these steps.

4The push-relabel algorithm can also be replaced by other max-flow algorithms, e.g., Orlin’s algorithm, whose time com-

plexity is O (nm) [62].
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Fig. 5. A counter-example for KS-Approx. Fig. 6. Running steps by KS-Approx.

ALGORITHM 2: KS-Approx [42]

Input :G = (V , E)

Output : An approximate DDS D̃

1 ρ̃∗ ← 0, D̃ ← ∅, S ← V , T ← V ;

2 while |E | > 0 do

3 if ρ (S,T ) > ρ̃∗ then

4 ρ̃∗ ← ρ (S,T ), D̃ ← (S,T );

5 u+ ← arg minu d−
G

(u),u− ← arg minu d+
G

(u);

6 if d−
G

(u+) ≤ d+
G

(u−) then

7 E ← E \ {(v,u+) |v ∈ S }, T ← T \ {u+};
8 else

9 E ← E \ {(u−,v ) |v ∈ T }, S ← S \ {u−};

10 return D̃;

It was claimed in Reference [42] that KS-Approx achieves an approximation ratio of 2. Unfor-
tunately, as shown in the following counter-example, their claim is incorrect.5 Specifically, Exam-
ple 4.1 shows that KS-Approxmay report results whose approximation ratios are larger (i.e., worse)
than 2.

Example 4.1. In Figure 5, the graph has three sets of vertices, i.e., {a1}, {bi |1 ≤ i ≤ 18}, and
{ci |1 ≤ i ≤ 36}. Note that a1 has 36 incoming edges from c1, c2, . . . , c36. For each vertex bi (i ∈
[1, 18]), it has 2 incoming edges from c2i−1 and c2i . The exact DDS is the subgraph induced by a1,
c1, c2, . . . , c36, and its density is 6.

Figure 6 provides a step-by-step breakdown for KS-Approx on the graph in Figure 5. In the
beginning, S = {ci |1 ≤ i ≤ 36} and T = {a1} ∪ {bi |1 ≤ i ≤ 18} (the vertices with no outgoing
edge in S and no incoming edge in T are eliminated for simplicity). ρ (S,T ) = 2.7530. Then, b1

is removed from T based on the condition in Line 6 of Algorithm 2, and ρ (S,T ) = 2.7499. Next
c1 is removed from S , and ρ (S,T ) becomes 2.7490. c2 is removed from S afterward, and ρ (S,T )
becomes 2.7487. Along with more vertices deleted, the density ρ (S,T ) declines gradually. After a1

is removed fromT , the algorithm ends asT becomes empty, and no edge is left in the graph. Thus,
KS-Approx will return the whole graph as the approximate DDS, whose density is 2.75. Hence, the
actual approximation ratio is 6

2.75 > 2, which contradicts the claim that it is a 2-approximation
algorithm.

5The authors of Reference [42] have confirmed that the approximation ratio of KS-Approx was misclaimed.
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ALGORITHM 3: BS-Approx [15]

Input :G = (V , E)

Output : An approximate DDS D̃

1 ρ̃∗ ← 0, D̃ ← ∅;
2 foreach a ∈ { n1

n2
|0 < n1,n2 <= n} do

3 S ← V ,T ← V ;

4 while S � ∅ ∧T � ∅ do

5 if ρ (S,T ) > ρ̃∗ then D̃ ← G[S,T ], ρ̃∗ ← ρ (S,T );

6 u ← arg minu ∈S d+G (u);

7 v ← arg minv ∈T d−
G

(v );

8 if
√
a · d+

G
(u) ≤ 1√

a
· d−

G
(v ) then S ← S \ {u};

9 else T ← T \ {v};

10 return D̃;

Why KS-Approx fails? KS-Approx is supported by Theorem 2 in Reference [42]. Theorem 2

requires that there is an iteration that ∀u ∈ S,d+
G[S,T ]

(u) ≥ λo = |E (S∗,T ∗) | · (1 −
√

1 − 1
|S∗ | ) and

∀v ∈ T ,d−
G[S,T ]

(v ) ≥ λi = |E (S∗,T ∗) | · (1 −
√

1 − 1
|T ∗ | ). In Example 4.1, S∗ = {ci |1 ≤ i ≤ 36} and

T ∗ = {a1}. Thus, λo = 0.5035 and λi = 36. By reviewing the iterations of KS-Approx over the
counter-example, we can find such condition cannot be guaranteed simultaneously.

Furthermore, say we enlarge the graph of Figure 5 to a graph consisting of three sets of vertices,
i.e., {a1}, {bi |1 ≤ i ≤ 2μ2}, and {ci |1 ≤ i ≤ 4μ2}. The ground-truth DDS will be the subgraph
induced by {ci } and {a1}, whose density is 2μ. However, the result returned by KS-Approx will still

be the whole graph, i.e., the subgraph induced by {ci } and {a1} ∪ {bi }, whose density is
4μ√

2μ2+1
.

As a result, the approximation ratio of KS-Approx is

√
2μ2+1

2 , which means that the approximation
ratio of KS-Approx is proportional to the value of μ and cannot be bounded by any constant value.

During our recent communication with the authors of Reference [42], they have proposed a fix
(called FKS-Approx), which is a correct 2-approximation algorithm, but costs O (n · (n +m)) time.
The details about FKS-Approx are provided in Section A.

Since KS-Approx is not a 2-approximation algorithm, the most accurate published approxima-
tion algorithm is BS-Approx [15], which is able to correctly find a 2-approximation result. We
outline its steps in Algorithm 3. Similar to Exact, BS-Approx enumerates all the possible values of

a = |S |
|T | (Algorithm 2), and for each specific a, it iteratively removes the vertex with the minimum

degree from S or T based on a predefined condition (Algorithm 8), and then updates S and T , as

well as the approximate DDS D̃ (lines 4–9).
Limitations. Clearly, the time complexity of BS-Approx is O (n2 · (n + m)), where the main

overhead comes from the loop of enumerating all the n2 values of a. Although it is much faster
than Exact, it is still inefficient for large graphs. As shown in our experiments later, on a graph with
about 3,000 vertices and 30,000 edges, it takes around three days to compute the DDS. Therefore,
it is imperative to develop more efficient approximation algorithms.

Besides, to the best of our knowledge, the DDS maintenance problem and the WDDS problem
have not been studied in the literature, and also it is not clear how to extend existing solutions
above to solve these two problems, calling for the development of novel efficient solutions.
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5 A NOVEL CORE MODEL ON DIRECTED GRAPHS

In this section, we introduce a novel core model, namely, [x , y]-core, by extending the classic k-
core [71] for directed graphs. As we will show, [x , y]-cores are useful in locating the DDS in both
exact and approximation algorithms. We then extend this core model for weighted directed graphs.
We also derive the upper and lower bounds on the density of the cores.

5.1 k-core and [x , y]-core

We first review the definition of k-core on undirected graphs.

Definition 5.1 (k-core [7, 71]). Given an undirected graph G and an integer k (k ≥ 0), the k-core,
denoted byHk , is the largest connected subgraph of G, such that ∀v ∈ Hk , deдHk

(v ) ≥ k .

A k-core6 has some interesting properties [7, 71]: (1) k-cores are “nested”: Given two non-
negative integers i and j, if i < j, then Hj ⊆ Hi ; and (2) computing all the k-cores of a graph,
known as k-core decomposition, can be done in linear time [7].

Definition 5.2 ( [x ,y]-core). Given a directed graph G = (V , E), the [x , y]-core is the largest (S ,
T )-induced subgraph H = G[S , T ], which satisfies:

(1) ∀u ∈ S,d+H (u) ≥ x and ∀v ∈ T ,d−H (v ) ≥ y;
(2) �H ′, s.t. H ⊂ H ′ and H ′ satisfies (1).

We call [x , y] the core number pair of the [x , y]-core, abbreviated as cn-pair.

Example 5.3. The subgraph induced by (S∗,T ∗), i.e., D = G[S∗,T ∗] in Figure 3(b) is a [2, 2]-core.
H = G[{a,b, c,d }, {c,d, e}] is a [1, 2]-core, and D is contained in H .

Like the classic k-core, the [x ,y]-core also has some interesting properties, derived from Defini-
tion 5.2.

Lemma 5.4 (Nested Property). An [x , y]-core is contained by an [x ′,y ′]-core, where x ≥ x ′ ≥ 0
and y ≥ y ′ ≥ 0. In other words, if H = G[S,T ] is an [x ,y]-core, then there must exist an [x ′, y ′]-core

H ′=G[S ′, T ′], such that S ⊆ S ′ and T ⊆ T ′.

Given a pair of x and y, to compute the [x , y]-core, we can borrow the idea of k-core decom-
position [7]; that is, we can first initialize an (S , T )-induced subgraph such that S = T = V , then
iteratively remove vertices whose indegrees (respectively, outdegrees) are less than x (respectively,
y) from S (respectively,T ), and finally return the residual subgraph as the [x ,y]-core. Clearly, com-
puting a specific [x , y]-core takes O (n + m) time by using the bin-sort technique in Reference
[7].

Remark. In Reference [30], Giatsidis et al. introduced another core model on a directed graphG,
called (k , l )-core, which is the largest subgraph ofG such that each vertex’s indegree and outdegree
are at least k and l , respectively. This is different with our core model, because our [x ,y]-core is an
(S , T )-induced subgraph such that the outdegree of each vertex in S is at least x and the indegree
of each vertex in T is at least y. Moreover, S and T are not necessarily disjoint. In addition, when
S =T , our [x , y]-core is reduced to the (k , l )-core by letting k = x and l = y. Hence, the [x , y]-core
naturally generalizes the (k , l )-core.

6In Reference [71], it is defined that k-core is a connected subgraph, but it is stated that cores are not necessarily connected

subgraphs in Reference [7].
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Fig. 7. An example of the weighted graph and the [xw , yw ]-wcores.

5.2 Extending [x , y]-core to Weighted Directed Graphs

For weighted directed graphs, we extend the [x , y]-core as [xw , yw ]-wcore, based on which we
will develop both efficient exact and approximation algorithms.

Definition 5.5 ([xw , yw ]-wcore). Given a weighted directed graph Gw = (V , E,W ), the [xw , yw ]-
wcore is the largest (Sw ,Tw )-induced subgraph H =Gw [Sw ,Tw ] with xw , yw ∈ R+, which satisifies:

(1) ∀u ∈ Sw ,w
+
H (u) ≥ xw and ∀v ∈ Tw ,w

−
H (v ) ≥ yw ;

(2) �H ′, s.t. H ⊂ H ′ and H ′ satisfies (1).

We call [xw ,yw ] the weighted core number pair of the [xw ,yw ]-wcore, abbreviated as wcn-pair.

Similar to the [x , y]-core, the [xw , yw ]-wcore also obeys the nested property.

Lemma 5.6 (Nested Property). An [xw , yw ]-wcore is contained by an [x ′w , y ′w ]-wcore, where

xw ≥ x ′w ≥ 0 and yw ≥ y ′w ≥ 0.

Example 5.7. In Figure 7(b), the WDDSGw [S∗w ,T ∗w ] is the [2, 2]-wcore of the weighted graphGw .
Figure 7(c) depicts a [1, 2]-wcore, Gw [S ′w , T ′w ], of Gw . We can see that the [2, 2]-wcore is nested
within the [1, 2]-wcore, since S∗w = {a,b,d } ⊆ S ′w = {a,b, c,d } and T ∗w = {c,d } ⊆ T ′w = {c,d, e}.

Similar to [x , y]-core computation, given a pair of xw and yw , we can compute the [xw , yw ]-
wcore by borrowing the idea of k-core decomposition [7]; that is, we can first initialize an (Sw ,
Tw )-induced subgraph such that Sw = Tw = V , then iteratively remove vertices whose outdegrees
(respectively, indegrees) are less than xw (respectively, yw ) from Sw (respectively, Tw ), and finally
return the residual subgraph as the [xw , yw ]-wcore. However, the bin-sort technique used in the k-
core and [x , y]-core computation is not applicable for the [xw , yw ]-wcore computation. Therefore,
we use the priority queue to select the vertex with minimum indegree or minimum outdegree,
making the time complexity of computing an [xw , yw ]-wcore be O ((n +m) logn).

5.3 Density Bounds of Cores and (W)DDS

Here, we focus on the weighted graphs, as the unweighted case can be treated as the special case
with all weights equal to one. We first introduce an interesting lemma, then establish the rela-
tionship between the WDDS and [xw , yw ]-wcore, and derive the lower and upper bounds of the
density of the [xw , yw ]-core.

Lemma 5.8. Given a weighted directed graphGw = (V , E,W ) and its WDDS Dw =Gw [S∗w ,T ∗w ] with

weighted-density ρ∗w , we have following conclusions:

(1) for any subset US of S∗w , removing US from S∗w will result in losing edges whose weight sum is

at least
ρ∗w
2
√

a
× |US |,
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(2) for any subset UT of T ∗w , removing UT from T ∗w will result in losing edges whose weight sum is

at least
ρ∗w
√

a

2 × |UT |,

where a =
|S∗w |
|T ∗w | .

Proof. We prove the lemma by contradiction. For (1), we assume that Dw is the WDDS and

removing US from Dw results in the losing edges whose weight sum is smaller than
ρ∗w
2
√

a
× |US |.

This implies that, after removingUS from S∗w , the weighted-density of the residual graph,Gw [S∗w \
US ,T

∗
w ], will be

ρw (S∗w \US ,T
∗
w ) =

∑
e ∈E (S∗w \US ,T

∗
w ) we√

|E (S∗w \US | · |T ∗w |
>

ρ∗w
√
|S∗w | |T ∗w | −

ρ∗w
2
√

a
× |US |√

|E (S∗w \US | · |T ∗w |

= ρ∗w
|S∗w | −

|US |
2√

|S∗w |2 − |S∗w | |US |

= ρ∗w
|S∗w | −

|US |
2√

( |S∗w | − |US |
2 )2 − |US |2

4

> ρ∗w .

The above inequality implies that removing US from D will result in a subgraph with higher
weighted density than Dw . However, this contradicts the assumption that Dw is the WDDS, so
the conclusion of (1) holds. Similarly, we can prove that the conclusion of (2) holds as well by
computing ρw (S∗w ,T

∗
w \UT ) with assuming that removingUT from D results in the removal of less

than
√

aρ∗w
2 × |UT | edges from D. Hence, the lemma holds. �

Theorem 5.9. Given a weighted directed graph Gw = (V , E,W ), the WDDS Dw = Gw [S∗w , T ∗w ] is

contained in the [
ρ∗w
2
√

a
,
√

aρ∗w
2 ]-wcore, where a =

|S∗w |
|T ∗w | .

Proof. By Lemma 5.8, removing any single vertex from S∗w will result in losing edges whose

weight sum is at least
ρ∗w
2
√

a
, so we conclude that for each vertex u ∈ S∗w , w+Dw

(u) ≥ ρ∗w
2
√

a
. Similarly,

for each vertex v ∈ T ∗w , we have w+Dw
(v ) ≥

√
aρ∗w
2 . Thus, by the definition of [x∗, y∗]-wcore, we

claim that the theorem holds. �

In the following, we first show the lower bound of the density of an [xw , yw ]-wcore.

Lemma 5.10 (Lower Bound of Weighted-density of [xw ,yw ]-wcore). Given a weighted

graph Gw and an [xw , yw ]-wcore, denoted by H = Gw [Sw , Tw ] in Gw , the weighted-density of H
is

ρw (Sw ,Tw ) ≥ √xwyw . (3)

Proof. For each vertex u ∈ Sw , since its weighted outdegree w+H (u) ≥ xw , we have∑
e ∈E (Sw ,Tw ) we ≥ xw |Sw |. Similarly, we can obtain

∑
e ∈E (Sw ,Tw ) we ≥ yw |Tw |. We have

ρw (Sw ,Tw ) =

∑
e ∈E (Sw ,Tw ) we
√
|Sw | |Tw |

=

√√ (∑
e ∈E (Sw ,Tw ) we

)2

|Sw | |Tw |
≥

√
xw |Sw | · yw |Tw |
|Sw | |Tw |

=
√
xwyw .

Thus, Lemma 5.10 holds. �
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Next, we derive an upper bound of ρ∗w based on a novel concept of maximum wcn-pair. Note
that this bound is also the upper bound of the weighted density of any (Sw ,Tw )-induced subgraph.

Definition 5.11 (Maximum wcn-pair). Given a weighted graph Gw = (V , E, W ), a wcn-pair [xw ,
yw ] is called the maximum wcn-pair if xw · yw achieves the maximum value among all the
possible [xw , yw ]-wcores. For simplicity, we denote the maximum wcn-pair by [x∗w , y∗w ].

Lemma 5.12 (Upper Bound of ρ∗w ). Given a weighted graph Gw = (V , E, W ) and its maximum

wcn-pair [x∗w , y∗w ], the weighted-density ρ∗w of the WDDS is

ρ∗w ≤ 2
√
x∗wy

∗
w . (4)

Proof. We prove the lemma by contradiction. Assume that ρ∗w > 2
√
x∗wy

∗
w . Let a∗ =

S∗w
T ∗w

. By

Theorem 5.9, we conclude that the WDDS is in the [x ′w , y ′w ]-wcore, where x ′w >

√
x ∗w y∗w√

a∗
and

y ′w >
√
a∗

√
x∗wy

∗
w . Then, we have x ′wy

′
w > x∗wy

∗
w , which contradicts the fact that [x∗w , y∗w ] is the

maximum wcn-pair of Gw . Hence, the lemma holds. �

Restricting all weighted to be one, we will also get the definition of the maximum cn-pair for
the unweighted graph. Similarly, the maximum cn-pair will provide the upper bound of ρ∗ for the
unweighted graph.

6 EXACT ALGORITHMS FOR DDS AND WDDS

In this section, we introduce the exact algorithms for DDS and WDDS. The focus is on the weighted
case, as the unweighted case can be treated as a special case with all weights equal to 1. We first
adapt Exact [42] to weighted directed graphs, then present core-based exact WDDS and DDS
algorithms, and finally introduce efficient exact WDDS and DDS algorithms by exploiting the
divide-and-conquer strategy.

6.1 Adaptating Exact to Weighted Graphs

To adapt Exact for finding the WDDS, we carefully assign capacity values to edges of the flow
network so the WDDS can be computed with a theoretical guarantee. Specifically, letW = Σe ∈Ewe .
We assign capacity values by modifying the function BuildFlowNetwork in Algorithm 1:

(1) Replace “capacitym” in lines 16 and 17 with “capacityW”;
(2) Replace “capacitym +

д√
a

” in Algorithm 18 with “capacityW +
д√
a

”;

(3) Replace “capacitym +
√
aд − 2d−G (u)” in Algorithm 19 with “capacityW +

√
aд − 2w−G (u)”;

(4) Replace “capacity 2” in Algorithm 21 with “capacity 2 ·w (u,v )”.

We denote the above updated function by WBuildFlowNetwork, as shown in Algorithm 4. Figure 8
illustrates the flow network, F = (VF ,EF ), constructed fromGw by WBuildFlowNetwork given two

parameters, a = |Sw |
|Tw | and д. Note αe inA (respectively, βa and βb in B) is (respectively, are) omitted

in Figure 8 for simplicity, because of the lack of outgoing edges for e (respectively, incoming edges
for a and b).

By replacing BuildFlowNetwork with WBuildFlowNetwork in Exact, we obtain an exact WDDS
algorithm, denoted by W-Exact. Algorithm 4 presents its detailed steps.

Lemma 6.1. Given a weighted directed graph Gw = (V , E,W ), W-Exact is able to correctly find a

WDDS of Gw .

Proof. We can prove the lemma by following the proof of the correctness of Exact in Reference
[42]. For completeness, we formulate it here.
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Fig. 8. The flow network constructed from Gw in Figure 7(a).

ALGORITHM 4: W-Exact

Input :Gw = (V , E,W )

Output : The exact WDDS Dw = Gw [S∗w , T ∗w ]

1 Lines 1–12 in Algorithm 1 by replacing BuildFlowNetwork with WBuildFlowNetwork;

2 Function WBuildFlowNetwok(Gw = (V ,E,W ), a, д):

3 A← {αu |u ∈ V }, B ← {βu |u ∈ V }, EF ← ∅;
4 VF ← {s} ∪A ∪ B ∪ {t };
5 for αu ∈ A do add (s,αu ) to EF with capacityW ;

6 for βu ∈ B do add (s, βu ) to EF with capacityW ;

7 for αu ∈ A do add (αu , t ) to EF with capacityW +
д√
a

;

8 for βu ∈ B do add (βu , t ) to EF with capacityW +
√
aд − 2w−

Gw
(u);

9 for (u,v ) ∈ E do add (βv ,αu ) to EF with capacity 2 ·w (u,v ) ;

10 return F = (VF ,EF )

Given the flow network, F = (VF ,EF ) constructed by WBuildFlowNetwork from the weighted
graphGw = (V ,E,W ), since the cut 〈{s},A∪B∪ {t }〉 has weightW ( |A|+ |B |), the minimum st-cut
value is less or equal thanW ( |A|+ |B |). Now consider the cut 〈s ∪Sw ∪Tw , t ∪ (A\Sw )∪ (B \Tw )〉,
where Sw ⊆ A and Tw ⊆ B. The capacity of edges crossing the cut is

W ( |A| − |Sw | + |B | − |Tw |) +
(
W +

д
√
a

)
|Sw | +

∑
i ∈Tw

(W +
√
aд − 2w−Gw

(i )) +
∑

i ∈Tw , j ∈A\Sw ,
e=(j,i )∈E

2we

=W ( |A| + |B |) + |Sw |
д
√
a
+ |Tw |

√
aд − 2

∑
e ∈E (Sw ,Tw )

we

=W ( |A| + |B |) + |Sw |√
a

(
д −

∑
e ∈E (Sw ,Tw ) we

|Sw |/
√
a

)
+ |Tw |

√
a

(
д −

∑
e ∈E (Sw ,Tw ) we

|Tw |
√
a

)
.

(5)

Assume the cut 〈s ∪ Sw ∪Tw , t ∪ (A \ Sw ) ∪ (B \Tw )〉 is returned by the Min-ST-Cut algorithm.
Here, we only consider the case that both Sw andTw are non-empty sets. Otherwise, the minimum

cut will be 〈{s}, A ∪ B ∪ {t }〉. Let b = |Sw |
|Tw | . We have
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|Sw |√
a

(
д −

∑
e ∈E (Sw ,Tw ) we

|Sw |/
√
a

)
+ |Tw |

√
a

(
д −

∑
e ∈E (Sw ,Tw ) we

|Tw |
√
a

)
=

√
|Sw | |Tw |

√
b
√
a
�
�
д − ρw (Sw ,Tw )

√
b/
√
a

�
�
+

√
|Sw | |Tw |

√
a
√
b
�
�
д − ρw (Sw ,Tw )

√
a/
√
b

�
�

=
√
|Sw | |Tw | �

�
�
�

√
b
√
a
+

√
a
√
b
�
�
д − 2ρw (Sw ,Tw )�

�
.

(6)

Notice (
√

b√
a
+
√

a√
b

) ≥ 2, ∀a,b ∈ R+. Thus, if the guessed д > ρ∗w ≥ ρw (Sw ,Tw ), then Equation (6) is

larger than 0 and the minimum cut will be 〈{s}, A∪B ∪ {t }〉. If the guessed д ≤ ρ∗w , we can always
find a minimum cut, whose source side has more nodes than {s}, by always ensuring that the
minimum st-cut obtained from Min-ST-Cut has the largest size on the source side. If the guessed

value д = ρ∗w , then we can obtain the optimal solution (S∗w , T ∗w ) when the enumerated a =
|S∗w |
|T ∗w | .

Hence, the lemma holds. �

6.2 Core-based Exact Algorithms

We first show how to locate the WDDS in some wcores by Theorem 5.9 to downsize the flow
network built in WExact. Since the value of ρ∗w may not be known in advance, we can only locate

the DDS in some wcores based on a = |Sw |
|Tw | andд guessed by exploiting the nested property of cores.

For example, given a specific a and a lower bound l of ρ∗w , then we can locate the WDDS in the

[ l
2
√

a
,
√

al
2 ]-core, since the [

ρ∗w
2
√

a
,
√

aρ∗w
2 ]-core is nested within the [ l

2
√

a
,
√

al
2 ]-core. Since the WDDS is

in some [x ,y]-wcores that are often much smaller thanGw , we can build the flow network on these
wcores, rather than the entire graph Gw , which will significantly improve the overall efficiency.

Moreover, during the binary search, the lower bound l of ρ∗w is gradually enlarged, so we can
further locate the WDDS in the [xw , yw ]-wcores with larger values of wcn-pairs. As the values
of wcn-pairs increase, the sizes of [xw , yw ]-wcores become smaller, so the flow networks built
become smaller gradually, and the cost of computing the minimum st-cut is greatly reduced.

Based on the above core-based optimization techniques, we develop a novel exact algorithm,
called WCore-Exact, which follows the same framework of WExact, as shown in Algorithm 5.
Specifically, it first runs a 2-approximation algorithm7 and initializes ρ∗w as the density of the
approximate WDDS (lines 1–2). Then, for each value of a, it sets the lower and upper bounds of

ρ∗w using ρ̃∗w (lines 3–4). After that, it performs a binary search to compute the WDDS, where the
flow networks are built based on the [xw , yw ]-wcores (lines 5–13).

By restricting all weights to be one and replacing the wcore-based pruning to the core-based

pruning (i.e., rounding up x ← � l
2
√

a
� and y ← �

√
al
2 � in line 6) in WCore-Exact, we get the

algorithm for the unweighted case, Core-Exact.
Analysis. It takes O (n2

√
m) time to compute the minimum st-cut. Thus, WCore-Exact (respec-

tively, Core-Exact) takes O (n4
√
m) time. Nevertheless, since we locate the WDDS (respectively,

DDS) in some [xw , yw ]-wcores (respectively, [x , y]-cores), the flow networks become smaller, so
WCore-Exact (respectively, Core-Exact) runs much faster than WExact (respectively, Exact) in
practice.

7Note that any 2-approximation algorithm can be applied here; in this article, we use our core-based approximation algo-

rithm developed in Section 7.
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ALGORITHM 5: WCore-Exact

Input :Gw = (V , E,W )

Output : The exact WDDS Dw = G[S∗w , T ∗w ]

1 ρ̃∗w ←run a 2-approximation algorithm;

2 ρ∗w ← ρ̃∗w ;

3 foreach a ∈ { n1
n2
|0 < n1,n2 <= n} do

4 l ← ρ∗w , r ← 2ρ̃∗w ;

5 while r − l ≥
√

n−
√

n−1

n
√

n−1
mine ∈E we do

6 д ← l+r
2 ,xw ← l

2
√

a
,yw ←

√
al
2 ;

7 Gr ←Get-XY-WCore(Gw ,xw ,yw);

8 F = (VF ,EF ) ← WBuildFlowNetwok(Gr ,a,д);

9 〈S,T 〉 ← Min-ST-Cut(F);

10 if S = {s} then r ← д ;

11 else

12 l ← д;

13 if д > ρ∗ then Dw ← G[S ∩A,S ∩ B], ρ∗w = д;

14 return Dw ;

6.3 Divide-and-conquer-based Exact Algorithms

In WCore-Exact, we mainly optimize the inner loop of WExact, i.e., reducing the cost of computing
the minimum st-cut. A natural question comes: Can we improve the outer loop of WExact so we

can enumerate fewer values of a = |Sw |
|Tw | ? In the following, we show that this is possible.

Our idea is based on a key observation that given a specific value of a, the results of the binary
search (lines 5–13 in Algorithm 5) actually have provided insights for reducing the number of trials
of a. Inspired by the results in Reference [42], essentially, the binary search solves the following
optimization problem, where a is a pre-given value.

max
Sw ,Tw ∈V

д

s.t.
|Sw |√
a

(
д −

∑
e ∈E (Sw ,Tw ) we

|Sw |/
√
a

)
+ |Tw |

√
a

(
д −

∑
e ∈E (Sw ,Tw ) we

|Tw |
√
a

)
≤ 0.

(7)

д is the maximum value the binary search can obtain when a is fixed. Then, we can derive the
following lemma.

Lemma 6.2. Given a weighted graph Gw = (V , E, W ) and a specific a, assume that S ′w and

T ′w are the optimal choices for Equation (7). Let b =
|S ′w |
|T ′w | and c = a2

b
. Then, for any (Sw , Tw )-

induced subgraph Gw [Sw , Tw ] of Gw , if min{b, c} ≤ |Sw |
|Tw | ≤ max{b, c}, then we have ρw (Sw ,Tw ) ≤

ρw (S ′w ,T
′
w ).

Proof. We first introduce more details regarding Equation (7), and then we prove the lemma
by contradiction.

In Equation (7), given a specific a, let д∗ (a) be the optimal value of д. Because S ′w andT ′w are the
optimal choices for Sw and Tw in Equation (7), S ′, T ′, and д∗ (a) have the following relationship,

ACM Transactions on Database Systems, Vol. 46, No. 4, Article 13. Publication date: November 2021.



13:20 C. Ma et al.

Fig. 9. The pruning effectiveness of Lemma 6.2.

according to the proof of Lemma 6.1:

|S ′w |√
a

(
д∗ (a) −

|E (S ′w ,T
′
w ) |

|S ′w |/
√
a

)
+ |T ′w |

√
a

(
д∗ (a) −

|E (S ′w ,T
′
w ) |

|T ′w |
√
a

)
= 0

√
|S ′w | |T ′w |

√
b
√
a
�
�
д∗ (a) −

ρw (S ′w ,T
′
w )

√
b/
√
a

�
�
+

√
|S ′w | |T ′w |

√
a
√
b
�
�
д∗ (a) −

ρw (S ′w ,T
′
w )

√
a/
√
b

�
�
= 0

√
|S ′w | |T ′w | �

�
�
�

√
b
√
a
+

√
a
√
b
�
�
д∗ (a) − 2ρw (S ′w ,T

′
w )�

�
= 0.

(8)

Then, д∗ (a) can be written as

д∗ (a) =
2ρw (S ′w ,T

′
w )

√
b√
a
+
√

a√
b

. (9)

Let ha (x ) =
√

x√
a
+
√

a√
x

. As t + 1
t

is monotonically decreasing for t ∈ (0, 1] and monotonically

increasing for t ∈ [1,∞), we have that ha (x ) is monotonically decreasing for x ∈ (0,a] and mono-

tonically increasing for x ∈ [a,∞), via replacing t with
√

x√
a

. Further, because ha (c ) = ha ( a2

b
) =

√
a2/b√

a
+

√
a√

a2/b
=
√

a√
b
+
√

b√
a
= ha (b), ha (x ) ≤ ha (b) for min{b, c} ≤ x ≤ max{b, c}.

We now prove the lemma by contradiction. Assume that there exists an [Sx , Tx ]-induced sub-

graph, which satisfies min{b, c} ≤ x = |Sx |
|Tx | ≤ max{b, c}, but it has ρw (Sx ,Ty ) > ρw (S ′w ,T

′
w ). Since

ha (x ) ≤ ha (b) and ρw (Sx ,Ty ) > ρw (S ′w ,T
′
w ), we can conclude

2ρw (Sx ,Tx )
ha (x ) >

2ρw (S ′w ,T ′w )
ha (b ) . However,

this contradicts the assumption that S ′w andT ′w are the optimal choice for Equation (7). Hence, the
lemma holds. �

According to Lemma 6.2, after conducting the binary search for a specific value of a, we can
skip performing binary search for all the possible values of a in the range (min{b, c},max{b, c}),
so the overall efficiency can be improved dramatically. Note that, since a2 = bc , we always have
a ∈ (min{b, c},max{b, c}).

To further illustrate the pruning effectiveness of Lemma 6.2, we experiment on a small real graph
and discuss the results in Example 6.3.

Example 6.3. We consider a small dataset MA [70] that consists of 28 vertices and 217 edges;
this implies that the values of a are in the range [ 1

28 , 28]. We plot the values of д∗ (a) for a ∈ [ 1
28 , 28]

in Figure 9. Let amid = ( 1
28 + 28)/2. After applying the binary search for amid , we get a = 14.02, b =

3.125, and c = 62.88, by Lemma 6.2. Therefore, we can skip the binary search for all the 78 values
of a ∈ (3.125, 62.88), which are marked in red in Figure 9.
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ALGORITHM 6: WDC-Exact

Input :G = (V , E,W )

Output : The exact WDDS Dw = Gw [S∗, T ∗]
1 al ← 1

n ,ar ← n, ρ∗w ← 0,Dw ← ∅;
2 Divide-Conquer(al , ar );

3 return D;

4 Function Divide-Conquer(al , ar ):

5 amid ←
al+ar

2 ;

6 run Lines 4–13 of Algorithm 5 (replace xw ← l
2
√

a
,yw ←

√
al
2 with xw ← l

2
√

ar

, yw ←
√

al l
2 );

7 let Gw [S ′w , T ′w ] be the WDDS found by binary search;

8 b ← |S ′w |
|T ′w |

;

9 c ← a2
mid

b
;

10 if b > c then Swap(b, c);

11 if al ≤ b then Divide-Conquer(al ,b);

12 if c ≤ ar then Divide-Conquer(c,ar );

Based on the discussions above, we develop a novel divide-and-conquer algorithm, named
WDC-Exact, as shown in Algorithm 6. First, it initializes al to the smallest ratio 1

n
, ar to the largest

ratio n, ρ∗ to 0, and D to ∅ (Algorithm 1).
Then, it applies (Algorithm 2) the function Divide-Conquer to check the possible values of a

(lines 4–12). Specifically, in Divide-Conquer, it first picks the middle point amid in range [al ,ar ]
(Algorithm 5). Then, it uses the binary search process (similar to the one in WCore-Exact) to find
the (S ′w ,T ′w )-induced subgraphGw [S ′w ,T ′w ] that maximizes Equation (7) (Algorithm 6). Afterwards,
it computes b and c according to Lemma 6.2 (lines 8–10). Finally, it skips the whole range (b, c) of
the value of a and searches on the two intervals split by (b, c) recursively to compute the DDS. Note
that to exploit the [xw ,yw ]-wcores for improving the efficiency, we build the flow networks on the

union of [xw ,yw ]-wcores for all possible values of a in the range [al , ar ], i.e., the [ l
2
√

ar

,
√

al l

2 ]-wcore

(Algorithm 6).
By restricting all weights of the graph to be one and replacing the wcore-based pruning to the

core-based pruning (i.e., rounding up x ← � l
2
√

ar

� and y ← �
√

al l

2 � in line 6) in WDC-Exact, we get

the algorithm for the unweighted case, DC-Exact.
Complexity. The time complexity of WDC-Exact (and DC-Exact) isO (k ·n2

√
m), wherek denotes

the number of times invoking the binary search, which is at most n2, since the binary search is
invoked at most n2 times in the worst case. Nevertheless, in practice, we have k � n2. As shown
by our experiments later, k is often orders of magnitude smaller than n2.

7 CORE-BASED APPROXIMATION DDS AND WDDS ALGORITHMS

While our exact algorithms, DC-Exact and WDC-Exact, are significantly faster than the state-of-the-
art algorithm Exact and its weighted adaptation WExact, we can further speed it up by trading
accuracy: We first develop a fast 2-approximation WDDS algorithm, called WCore-Approx. Next,
we propose an optimized version for unweighted graphs, named Core-Approx, which achieves an
approximation ratio of 2, within O (

√
m(m + n)) time.

7.1 A Core-based Approximation WDDS Algorithm

Our core-based approximation algorithm mainly relies on Theorem 7.1.
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Fig. 10. The Venn diagram of cn-pairs and wcn-pairs.

Theorem 7.1. Given a weighted directed graph Gw = (V , E,W ), the wcore whose wcn-pair is the

maximum wcn-pair, i.e., [x∗w , y∗w ]-wcore, is a 2-approximation solution to the WDDS problem.

Proof. Let the [x∗w , y∗w ]-wcore be an (Sw ,Tw )-induced subgraph. By Lemma 5.10, we have

ρw (Sw ,Tw ) ≥
√
x∗wy

∗
w . According to Lemma 5.12, we have ρ∗w ≤ 2

√
x∗wy

∗
w , so we conclude

ρ∗w
ρw (Sw ,Tw )

≤
2
√
x∗wy

∗
w√

x∗wy
∗
w

= 2. (10)

Hence, the theorem holds. �

According to Theorem 7.1, the wcore with the maximum wcn-pair is a 2-approximation so-
lution. A straightforward method is to compute all the wcores of Gw and then return the one
with the maximum wcn-pair. Theoretically, for each vertexu, its weighted outdegree (respectively,

indegree) in different (Sw ,Tw )-induced subgraphs can have up to 2d+
Gw

(u ) (respectively, 2d−
Gw

(u ))

different values. In the worst case, xw (respectively,yw ) can have up to
∑

u ∈V 2d+
Gw

(u ) (respectively,∑
u ∈V 2d−

Gw
(u )) different values. Hence, the strategy to iterate all possible wcn-pairs is not practical

for large weighted graphs. To avoid enumerating all the possible combinations of xw or yw , we
propose a new algorithm based on iterating the skyline wcn-pairs, which we will introduce next.

Definition 7.2 (Skyline wcn-pair). Given a weighted directed graphGw = (V , E,W ), the wcn-pair
of an [xw , yw ]-wcore is a skyline wcn-pair, if there does not exist any other [x ′w , y ′w ]-wcore in
Gw that satisfies xw ≤ x ′w and yw ≤ y ′w .

Clearly, the maximum wcn-pair must be a skyline wcn-pair. Figure 10(a) shows the logical
inclusion-ship among different kinds of wcn-pairs on weighted graphs. We further illustrate the
concept of skyline wcn-pair in Example 7.3.

Example 7.3. Suppose that we have a weighted graph whose wcn-pairs are presented in Fig-
ure 11, where each point in the gray area denotes the wcn-pair of the [xw , yw ]-wcore. The skyline
wcn-pairs are marked by circles, in which the blue circle denotes the maximum wcn-pair, i.e., [x3,
y3]. Review Figure 11; we can find that all skyline wcn-pairs look like different steps on the stair.
Hence, we will adopt a stair-climbing strategy (starting from [x5, y1] and ending at [x1, y5]) to
search all skyline wcn-pairs.

Based on the above discussions, we develop WCore-Approx, which aims to find the [x∗w , y∗w ]-
wcore as a 2-approximation solution. Algorithm 7 presents WCore-Approx, in which we sequen-
tially find all the skyline wcn-pairs in a stair-climbing manner. Specifically, for the first skyline
wcn-pair [x ′w , y ′w ], its first element x ′w is the maximum value of xw , and we get its second element
y ′w by increasing it from its minimum value. After getting [x ′w , y ′w ], we find the second skyline
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Fig. 11. Illustrating the concepts of skyline wcn-pair and maximum wcn-pair.

ALGORITHM 7: WCore-Approx

Input :Gw = (V , E,W )

Output : The approximate WDDS D̃w , i.e., the [x∗w , y∗w ]-wcore

1 x∗w ← 0, y∗w ← 0;

2 xw ← +∞, yw ← 0;

3 while xw > 0 do

4 xw ← GetMaxXw(Gw , yw , ≤);

5 if xw = 0 then break;

6 yw ← GetMaxYw(Gw , xw , <);

7 if xwyw > x∗wy∗w then x∗w ← xw , y∗w ← yw ;

8 return the [x∗w , y∗w ]-wcore;

9 Function GetMaxXw(Gw , yw , �):

/* � is an inequality operator, either < or ≤ */

10 Sw ← V , Tw ← V , xw ← 0 ;

11 while ∃v ∈ Tw , w−
Gw

(v ) � yw do

12 E ← E \ {(u,v ) |u ∈ Sw }, Tw ← Tw \v ;

13 while |E | > 0 do

14 xw ← minu ∈Sw
{w+

Gw
(u)};

15 while ∃u ∈ Sw , w+
Gw

(u) ≤ xw do

16 E ← E \ {(u,v ) |v ∈ Tw }, Sw ← Sw \ u;

17 while ∃v ∈ Tw , w−
Gw

(v ) � yw do

18 E ← E \ {(u,v ) |u ∈ Sw }, Tw ← Tw \v ;

19 return xw ;

20 Function GetMaxYw(Gw , xw , �):

21 reuse lines 10–19 by interchanging u with v , Sw with Tw , xw with yw , and d−
Gw

with d+
Gw

;

wcn-pair, whose first element is the second largest value of xw , and we get its second element by
increasing its value from y ′w to its maximum value. This process is repeated until we find all the
skyline wcn-pairs (lines 2–7).

Given a thresholdyw and an inequality operator � (i.e., < or ≤), the function GetMaxXw computes
the wcn-pair whose second element is larger (or larger or equal, according to �) than yw and first
element is maximized. In GetMaxXw, we first initialize Sw , Tw , and xw (line 10). Then, we make
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sure that the indegrees of all the vertices in Tw are larger than yw (lines 11–12). In the following
loop (lines 13–18), we first set xw as the minimum outdegree of vertices in Sw (line 14), and then
we remove the vertex whose outdegree is less or equal than xw (lines 15–16), but this may make
some vertices’ indegrees inTw become less or equal than yw , so we have to remove these vertices
as well (lines 17–18). Finally, we return the last updated value of xw (i.e., the maximum value of
xw ). Analogously, we have a function GetMaxYw to get the skyline wcn-pair whose first element is
a given xw .

We further explain WCore-Approx by Example 7.4.

Example 7.4. Reconsider the graph and its wcn-pairs in Example 7.3. To find the [x∗w ,y∗w ]-wcore,
WCore-Approx will run steps as follows:

(1) find the maximimum value of xw , i.e., x5, while keeping yw > 0, and then find the max-
imimum value of yw , i.e., y1, while keeping xw ≥ x5, so the first skyline wcn-pair is [x5,
y1];

(2) find the second largest value ofxw , i.e.,x4 while keepingyw > y1, and then find the maximum
value of yw , i.e., y2, while keeping xw ≥ x4, so the second skyline wcn-pair is [x4, y2];

(3) similarly, find the third to the fifth skyline wcn-pairs, i.e., [x3, y3], [x2, y4], and [x1, y5];
(4) return the [x∗w , y∗w ]-wcore, i.e., [x3, y3]-wcore, as the 2-approximation WDDS.

Complexity. The time complexity of WCore-Approx depends on the number of skyline wcn-
pairs, denoted by ξ , in the weighted graph. Thus, its time complexity is bounded by O (ξ (n +
m) logn), where the step of obtaining the minimum outdegree (or indegree) (in line 14) needs
O (logn) operations with the help of a heap.

7.2 The Optimized Approximation Algorithm for the Unweighted Case

When the graph is unweighted, WCore-Approx can still provide a 2-approximation DDS. However,
we can further improve the time complexity by exploiting the connection among different kinds of
cn-pairs. Based on the connection, we propose a 2-approximation DDS algorithm, Core-Approx,
with time complexity of O (

√
m(n +m)).

The goal of Core-Approx is still to find the core with the maximum cn-pair according to Theo-
rem 7.1. First, we introduce three kinds of cn-pairs to facilitate the search of the maximum cn-pair.

Definition 7.5 (Maximum Equal cn-pair). Given a graph G = (V , E), a cn-pair [x , x] is the max-

imum equal cn-pair if x achives the maximum value among all the possible [x , x]-cores. We
denote the maximum equal cn-pair by [γ , γ ].

Remarks. The approximation algorithm KS-Approx [42] actually returns the [γ , γ ]-core in the
graph. However, the [γ ,γ ]-core may not be necessarily the [x∗,y∗]-core; hence, it is not guaranteed
to be the 2-approximation DDS.

Lemma 7.6. Given a graph G = (V , E) and its maximum equal cn-pair [γ , γ ], for any cn-pair [x ,

y], we have either x ≤ γ or y ≤ γ , or both of them.

Proof. We prove this lemma by contradiction. Assume there is a cn-pair [x , y] where x > γ
and y > γ . Then, let γ ′ = min{x ,y} > γ , so there exists a [γ ′, γ ′]-core in G, which contradicts [γ ,
γ ] is the maximum equal cn-pair. �

Definition 7.7 (Skyline cn-pair). Given a graphG = (V , E), the cn-pair of an [x ,y]-core is a skyline

cn-pair if there does not exist any other [x ′, y ′]-core in G satisfying x ≤ x ′ and y ≤ y ′.

Definition 7.8 (Key cn-pair). Given a graph G = (V , E) and its maximum equal cn-pair [γ ,γ ], the
cn-pair of an [x , y]-core is a key cn-pair, if one of the following conditions is satisfied:
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Fig. 12. Illustrating the concepts of cn-pairs.

(1) if x ≤ γ , there does not exist any [x , y ′]-core in G, such that y ′ > y;
(2) if y ≤ γ , there does not exist any [x ′, y]-core in G, such that x ′ > x .

Clearly, the maximum cn-pair is a skyline cn-pair and also a key cn-pair. Any skyline cn-pair is a
key cn-pair, but a key cn-pair may not be a skyline cn-pair. Example 7.9 illustrates these concepts.

Example 7.9. Suppose that we have a graph whose cn-pairs are presented in Figure 12, where
each colored cell (x ,y) denotes the cn-pair of the [x , y]-core. Then, the cn-pairs of the blue cells
are key cn-pairs, in which the one with a star is the maximum cn-pair. The cn-pair of the black
cell, i.e., [3, 3], is the maximum equal cn-pair. The cn-pair [8, 1] is a key cn-pair, but not a skyline
cn-pair, while all the other key cn-pairs are skyline cn-pairs.

To further illustrate the relationship among different kinds of cn-pairs, we use Figure 10(b) to
show their logical inclusion-ship.

Lemma 7.10. Given a graph G = (V , E) and its maximum equal cn-pair [γ , γ ], we have γ ≤
√
m.

Proof. A [γ , γ ]-core contains at least γ vertices whose outdegrees are at least γ . Meanwhile,
there are at mostm edges in the [γ , γ ]-core. Hence, γ · γ ≤ m. �

By combining Lemmas 7.10 and 7.6, we get Lemma 7.11.

Lemma 7.11. Given a graph G = (V , E), there are at most 2
√
m key cn-pairs in G.

Proof. According to Lemma 7.6 and Definition 7.8, there are at most 2γ key cn-pairs inG. Since
we have γ ≤

√
m by Lemma 7.10, there are at most 2

√
m key cn-pairs in G. �

Based on the above discussions, we develop Core-Approx, which returns the [x∗, y∗]-core as an
approximate DDS. Precisely, we first compute the maximum equal cn-pair, enumerate all the key
cn-pairs, and finally return the core with the maximum cn-pair. Algorithm 8 presents Core-Approx.
First, it obtains the maximum equal cn-pair (line 2). Then, it enumerates x and y from 1 to γ to
search all the key cn-pairs (lines 3–8). Finally, the [x∗, y∗]-core is returned.

Given an input x , the function GetMaxY computes the key cn-pair whose first element is x . In

GetMaxY, we first initialize S , T , ymax, and y, where y is set to � x ∗y∗

x
� + 1. Then, in the loop, if

there is a vertex u ∈ T with indegree less than y, we remove it (lines 14–15); this may make some
vertices’ outdegrees become less than x , so we have to remove these vertices as well (lines 16–17).
After that, we update ymax and increase y by 1 (lines 18–19). Finally, we get the maximum value of
y. Similarly, we have a function GetMaxX to get the key cn-pair whose second element is a given
y. During the searching process of the [x∗,y∗]-core, we will also keep track of the densities of the
subgraphs by maintaining the remaining number of edges and vertices and capturing the densest
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ALGORITHM 8: Core-Approx

Input :G = (V , E)

Output : An approximate DDS D̃, i.e., the [x∗, y∗]-core

1 x∗ ← 0, y∗ ← 0;

2 [γ , γ ]← compute the [γ , γ ]-core by iteratively peeling vertices that have the minimum indegrees or

outdegrees;

3 for x ← 1 to γ do

4 y ←GetMaxY(G, x);

5 if xy > x∗y∗ then x∗ ← x , y∗ ← y ;

6 for y ← 1 to γ do

7 x ←GetMaxX(G, y);

8 if xy > x∗y∗ then x∗ ← x , y∗ ← y ;

9 return the [x∗, y∗]-core;

10 Function GetMaxY(G, x):

11 S ← V , T ← V , ymax ← 0, y ← � x ∗y∗

x � + 1;

12 if y > maxu ∈T {d−G (u)} then return ymax;

13 while |E | > 0 do

14 while ∃u ∈ T ,d−
G

(u) < y do

15 E ← E \ {(v,u) |v ∈ S }, T ← T \ {u};
16 while ∃v ∈ S,d+

G
(v ) < x do

17 E ← E \ {(v,u) |u ∈ T }, S ← S \ {v};

18 if |E | > 0 then ymax ← y;

19 y ← y + 1;

20 return ymax;

21 Function GetMaxX(G, y):

22 reuse lines 11–20 by interchanging u with v , S with T , x with y, d+
G

with d−
G

, and changing ymax to

xmax;

subgraph among those subgraphs. This heuristic can help get a better approximation to the DDS
at limited extra cost.

We further illustrate Core-Approx by Example 7.12.

Example 7.12. Given a graph with cn-pairs in Example 7.9, Core-Approx will run steps as fol-
lows:

(1) finds the maximum equal cn-pair [3, 3];
(2) iterates x from 1 to 3 to compute the key cn-pairs whose first elements are x , i.e., [1, 8], [2, 7],

and [3, 5];
(3) iterates y from 1 to 3 to search the key cn-pairs whose second elements are y, i.e., [8, 1],

[8, 2], and [6, 3];
(4) returns the [x∗, y∗]-core, i.e., [6, 3]-core.

Complexity. Computing the [γ , γ ]-core takesO (m+n) time, as it iteratively peels vertices with
the minimum indegrees or outdegrees. Similarly, functions GetMaxY and GetMaxX also complete
in O (m + n) time. Since there are at most 2

√
m key cn-pairs by Lemma 7.11, the total time cost of

Core-Approx is bounded by O (
√
m(n +m)).
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Fig. 13. Illustration of the [x∗, y∗]-core before and after the insertion of edge (b, f ).

8 DDS MAINTENANCE IN DYNAMIC DIRECTED GRAPHS

In this section, we study the problem of DDS maintenance in dynamic directed graphs, where ver-
tices and edges are inserted and deleted frequently. In line with previous works of DS maintenance
in undirected graphs [5, 9, 18, 37, 68], we focus on maintaining the 2-approximation solution in
dynamic directed graphs. More precisely, we mainly consider two kinds of graph updates, namely,
edge insertion and edge deletion, since vertex insertion (respectively, vertex deletion) can be re-
garded as a sequence of edge insertions (respectively, edge deletions) preceded (respectively, fol-
lowed) by the insertion (respectively, deletion) of an isolated vertex. We aim to efficiently output
the updated DDS whenever a graph update is made.

To maintain the DDS, a simple solution is to recompute the 2-approximation DDS from scratch
when a graph update is made. However, since the graph is typically large and frequently updated,
this approach is impractical due to its inefficiency. Another approach is that we dynamically main-
tain all the [x ,y]-cores to keep track of the approximation DDS, i.e., the [x∗,y∗]-core. Nevertheless,
this requires much extra memory to index all [x , y]-cores, and also much computation cost, since
many [x , y]-cores may change even after a single edge insertion or edge deletion. Obviously, this
is not an elegant solution either, as we only care about the [x∗, y∗]-core. To improve the efficiency,
we conduct a careful investigation and observe that inserting or deleting a single edge in a graph
G usually results in little or no change on the DDS, since the DDS is often much smaller than
G, which motivates us to update the DDS locally by examining the subgraph containing the in-
serted or deleted edge. Based on this observation, we develop efficient algorithms that focus on
maintaining the [x∗, y∗]-core for edge insertion and edge deletion in Section 8.1 and Section 8.2,
respectively. For ease of presentation, we useG+ (respectively,G−) to represent the updated graph
after an edge e = (u,v ) is inserted to (respectively, removed from) the directed graph G.

8.1 Edge Insertion

When a new edge e = (u,v ) is inserted to G, under what condition would the [x∗, y∗]-core of G
fail to be a 2-approximation DDS inG+? Only if the new edge is contained in an [x∗+,y∗+]-core such
that x∗+ · y∗+ > x∗ · y∗, which means that [x∗+, y∗+] is the new maximum cn-pair in G+. As a result,
we can derive a necessary condition for e to be contained in such an [x∗+, y∗+]-core:

d+G+ (u) · d−G+ (v ) > x∗ · y∗. (11)

In other words, when the above condition is satisfied, we need to further check whether the
inserted edge can contribute to the [x∗+, y∗+]-core; otherwise, the [x∗, y∗]-core of G is still a 2-
approximation DDS of G+, which means that the DDS does not change. We further illustrate this
by Example 8.1.

Example 8.1. Consider the graph G in Figure 13 with the insertion of a new edge (b, f ). In G,
the maximum cn-pair is [1, 4], so the subgraph induced by {a,b, c,d } and {e} is a 2-approximation
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solution. After inserting (b, f ),G becomesG+ and we haved+G+ (b) ·d−G+ ( f ) = 9 > 4. Therefore, edge

(b, f ) may contribute to the [x∗+, y∗+]-core where x∗+ · y∗+ > 1 × 4. After further check, we will find
the maximum cn-pair ofG+ is [2, 3] and (b, f ) is contained in the [2, 3]-core. Since 2 × 3 > 1 × 4,
we update the 2-approximation DDS as the [2, 3]-core of G+.

Next, we discuss how to examine whether the [x∗+,y∗+]-core exists inG+, when the inserted edge
(u,v ) satisfies the condition in Equation (11). The possible ranges of the values of x∗+ and y∗+ can
be restricted by Lemma 8.2.

Lemma 8.2. Given a directed graph G and an edge e = (u,v ) to be inserted, let [x∗+, y∗+] be the

maximum cn-pair of G+ and [x∗, y∗] be the maximum cn-pair of G. Only if the following conditions

are satisfied, the [x∗, y∗]-core could fail to be a 2-approximation DDS and the [x∗+, y∗+]-core gives the

2-approximation DDS in G+:

⎧⎪⎪⎪⎨⎪⎪⎪⎩

x∗+ · y∗+ > x∗ · y∗,
x∗+ ≤ d+G+ (u),

y∗+ ≤ d−G+ (v ).
(12)

Proof. First, the [x∗, y∗]-core still exists in G+, so the x∗+ · y∗+ ≥ x∗ · y∗. If x∗+ · y∗+ = x∗ · y∗, then
the current [x∗, y∗]-core is still a valid 2-approximation solution for G+. Thus, we need to check
whether x∗+ · y∗+ > x∗ · y∗ satisfies.

Second, if x∗+ · y∗+ > x∗ · y∗, then the inserted edge e = (u,v ) must be contained in the [x∗+, y∗+]-
core. Otherwise, the [x∗+, y∗+]-core is a subgraph of G, which contradicts x∗+ · y∗+ > x∗ · y∗. Hence,
we have x∗+ ≤ d+G+ (u) and y∗+ ≤ d−G+ (v ). �

Let us take the edge insertion in the graph of Figure 13 as an example to illustrate Lemma 8.2.
The possible scope of the maximum cn-pair in G+, i.e., [x∗+, y∗+], is depicted in the shaded area of
Figure 14, where x ≤ 3, y ≤ 3, and xy > 4. This is because after the insertion, the indegree of b
and outdegree of f are 3. The (b, f ) is supposed to be in the [x∗+, y∗+]-core, so in this case we have
x∗+ ≤ 3 and y∗+ ≤ 3.

To find the new maximum cn-pair in G+, we only need to iterate over the skyline cn-pairs in
the possible scope (the shaded area in Figure 14) stated by Lemma 8.2. In Example 8.1, we first fix
x = 2 and find y = 3, where [2, 3] is a valid cn-pair in G+. Then, we increase x to 3 and find that
there is no cn-pair in the scope. Hence, [2, 3] is the maximum cn-pair in G+, and we can update
the 2-approximation solution as the [2, 3]-core. The number of skyline cn-pairs of G+ falling into
the area delineated by Lemma 8.2 is much smaller than the total number of skyline cn-pairs ofG+,
which explains, to a certain extent, why the dynamic algorithm is much faster than recomputing
from scratch.

Based on the above analysis, we propose a maintenance algorithm to handle the case of edge
insertion, denoted by Approx-Ins. Algorithm 9 presents the details. The algorithm first checks
whether the necessary condition in Equation (11) is satisfied (line 2). If yes, then the algorithm will
check whether there exists the [x∗+, y∗+]-core in G+ by iterating x from xlower to xupper to search
the skyline cn-pairs in the possible scope. In detail, to find the first skyline cn-pair, [2, 3], we first
find the largest second element y = 3 while keeping x ≥ 2 and y ≥ 3 to satisfy x∗+ · y∗+ > x∗ · y∗
(line 6) and then find the largest first element x = 2 while keeping y ≥ 3 and x ≥ 2 (line 8).

Given two thresholds, x and y, and two vertices to be contained, u and v , the function
GetMaxYLocal (lines 11–31) computes the cn-pair satisfying the following conditions simultane-
ously:

(1) the first element of the cn-pair is at least x ,
(2) the second element of the cn-pair is at least y,
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Fig. 14. Finding the maximum cn-pair in G+.

(3) the second element is maximized,
(4) the corresponding [x , y]-core of the cn-pair contains both vertices u and v .

If these conditions can be fulfilled, the algorithm will return the second element y of the cn-pair;
otherwise, it will return 0.

Specifically, we first examine whether there is an [x , y]-core containing both u and v by gener-
ating an [x , y]-core starting from u and v . To generate the core, we maintain two queues, Qexpand

and Qshr ink (line 12), two sets, S and T , denoting that the core G+[S,T ] (line 13), and two degree
arrays, deдin and deдout , recording indegrees and outdegrees for vertices in T and S , respectively
(line 14). To start, we push (u, S ) and (v,T ) toQexpand (line 15). Here, we use the pair (u, S ) (respec-
tively, (v,T )) to denote u ∈ S (respectively, v ∈ T ), because a same vertex could be contained in
both S andT . Next, we keep processing the vertices inQexpand andQshr ink until both sets become
empty (lines 16–28). If Qshr ink is not empty, then there exists a vertex in S being removed whose
outdegree is less than x or a vertex in T being removed whose indegree is less than y (line 17).
Thus, we need to check whether removing this vertex will result in the removal of its adjacent
vertices. If yes, then we remove the affected vertices and push them to Qshr ink (lines 19–21). If
Qexpand is not empty, then there is a vertex newly added to S or T because its outdegree or inde-
gree in G+ is larger than x or y, respectively (line 22). We need to check whether its outdegree or
indegree in G+[S,T ] still fulfills the criterion (lines 24–26). If yes, then we will add the adjacent
vertices with indegrees larger or equal than y of the vertex to T and push them into Qexpand for
further examination assuming the current vertex belongs to S (line 28). Otherwise, the vertex will
be removed from S or T and passed into Qshr ink to be further processed (line 26). When G+[S,T ]
becomes stable, we will check whether u and v are still in the subgraph (line 26). If yes, then we
maximize the second element y of the cn-pair by increasing y and removing the vertices that do
not fulfill the degree criteria (line 30); otherwise, the algorithm will return 0 (line 31). Similarly,
we can have the function GetMaxXLocal (lines 32–33).

Complexity. In the worst case, all the skyline cn-pairs are iterated in Approx-Ins, and each
time the whole graph is visited. Thus, the time complexity of the algorithm is O (

√
m(n + m)),

which is the same as that of Core-Approx. However, only a small portion of the graph needs to be
processed in practice, as demonstrated in the experimental part, so it performs very fast.

8.2 Edge Deletion

We begin with an interesting observation: After removing an edge e = (u,v ) from the graph
G, if the [x∗,y∗]-core of G is not the core with the maximum cn-pair in G−, which means that the
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ALGORITHM 9: Approx-Ins

Input :G = (V , E), the maximum cn-pair of G (i.e., [x∗, y∗]), and an inserted edge e = (u,v )

Output : The 2-approximation DDS D̃+ of G+
1 G+ = (V ,E+) ← insert (u,v ) into G;

2 if d+
G+

(u) · d−
G+

(v ) ≤ x∗ · y∗ then return the [x∗, y∗]-core of G ;

3 xlower ← �
x ∗ ·y∗

d−
G+

(v )
� + 1, xupper ← d+

G+
(u) ;

4 for x ← xlower to xupper do

5 y ← � x ∗ ·y∗
x � + 1;

6 y ← GetMaxYLocal(G+, x , y, u, v);

7 if y = 0 then continue;

8 x ← GetMaxXLocal(G+, x , y, u, v);

9 if x · y > x∗ · y∗ then x∗ ← x , y∗ ← y ;

10 return the [x∗, y∗]-core of G+;

11 Function GetMaxYLocal(G+, x , y, u, v):

12 initialize two queues Qexpand and Qshr ink ;

13 initialize two sets S ← {u} and T ← {v};
14 initialize the degree arrays deдin and deдout for the new [x ,y]-core consisting of (u,v );

15 push (u, S ) and (v,T ) to Qexpand ; // (u, S ), (v,T ) indicate u ∈ S, v ∈ T
16 while Qexpand or Qshr ink is not empty do

17 if Qshr ink is not empty then

18 Qshr ink pops out the front pair as (w, I );

/* Assume I = S. If I = T, interchange proper variables. */

19 foreach p ∈ {p |(w,p) ∈ E+ ∧ p ∈ T } do

20 deдin[p]← deдin[pT ] − 1;

21 if deдin[p] < y then push (p,T ) to Qshr ink , remove p from T ;

22 else

23 Qexpand pops out the front pair as (w, I );

/* Assume I = S. If I = T, interchange proper variables. */

24 Vtmp ← {p |(w,p) ∈ E+ ∧ d−G+ (p) ≥ y ∧ (p,T ) is never pushed into Qshr ink };
25 deдout [w]← |Vtmp |;
26 if deдout [w] < x then add (w, I ) to Qshr ink , remove w from S ;

27 else

28 foreach p ∈ {p |p ∈ Vtmp ∧ p � T } do push (p,T ) to Qexpand , add p to T ;

29 if u ∈ S ∧v ∈ T then

30 return maxu,v ∈ the [x,y]-core y ; // via increasing y and removing vertices from S

and T

31 else return 0 ;

32 Function GetMaxXLocal(G+, x , y, u, v):

33 reuse lines 12–31 by replacing “maxu,v ∈ the [x,y]-core y” with “maxu,v ∈ the [x,y]-core x” in line 30.

2-approximation DDS solution changes, then e must be contained in the [x∗,y∗]-core ofG. In other
words, if e is not in the [x∗,y∗]-core ofG, then we do not need to update the 2-approximation DDS.
Inspired by this observation, we design a maintenance algorithm for processing the case of edge
deletion, denoted by Approx-Del.
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Fig. 15. Illustration of the [x∗, y∗]-core before and after the deletion of edge (b, f ).

ALGORITHM 10: Approx-Del

Input :G = (V , E), the maximum cn-pair of G (i.e., [x∗, y∗]), and a removed edge e = (u,v )

Output : The 2-approximation DDS D̃− of G−
1 G− ← delete (u,v ) from G;

2 if d+
G

(u) · d−
G

(v ) ≤ x∗ · y∗ then return the [x∗, y∗]-core of G ;

3 if (u,v ) � the [x∗,y∗]-core of G then return the [x∗, y∗]-core of G ;

4 D̃− = G[S,T ]← the [x∗, y∗]-core of G;

5 remove edge (u,v ) from D̃−;

6 while ∃w ∈ S , d+
D̃−

(w ) < x∗ ∨ ∃p ∈ T , d−
D̃−

(p) < y∗ do

7 if ∃w ∈ S , d+
D̃−

(w ) < x∗ then remove w from S and the outgoing edges of w from D̃−;

8 if ∃p ∈ T , d−
D̃−

(p) < y∗ then remove p from T and the incoming edges of p from D̃−;

9 if S � ∅ ∧ T � ∅ then return D̃− ;

10 else return Core-Approx(G−) ; // Call Algorithm 8 to recompute

Algorithm 10 presents the key steps of Approx-Del. The first condition we check is whether
d+G (u) ·d−G (v ) < x∗ ·y∗. If this inequation holds, then we can safely remove the edge, and [x∗,y∗] is
still the maximum cn-pair for G− (line 2). Otherwise, we further check whether the [x∗, y∗]-core
of G consists of (u,v ). If no, then the edge can be removed safely, and the [x∗, y∗]-core of G is
still the 2-approximation solution (line 3); if yes, then the 2-approximation DDS must change, and

the algorithm will assign the [x∗, y∗]-core of G to D̃− = G[S,T ] (line 4). Next, we keep removing
the vertices from S whose outdegrees are less than x∗ and vertices from T whose indegrees are

less than y∗ (lines 5–8). After the removal process, D̃− will be returned if D̃− is not empty (line 9).
Otherwise, Core-Approx will be invoked to re-compute the 2-approximation DDS in G− (line 10).

Example 8.3. Consider the graphG in Figure 15 and an edge (b, f ). Before removing (b, f ) from
G, the maximum cn-pair ofG is [2, 3], so the subgraph induced by S = {a,b, c,d } andT = {e, f ,д} is
a 2-approximation solution. Notice that (b, f ) is in the [2, 3]-core ofG. Since d+G (b) ·d−G ( f ) = 9 ≥ 6,
the approximate DDS must change, and we need to keep removing the vertices whose outdegrees
are less than 2 from S and the vertices whose indegrees are less than 3 from T . After the removal
process, S = {b, c,d } and T = {e,д} are still not empty. Hence, [2, 3] is still the maximum cn-pair
of G− and the subgraph induced by S and T is the 2-approximation solution of G−.

Complexity. In the worst case, the 2-approximation algorithm Core-Approx needs to be re-
invoked. Consequently, the time complexity of Approx-Del isO (

√
m(n+m)), which is the same as

that of Core-Approx. Nevertheless, in practice, it runs much faster than recomputing from scratch,
since the removed edge is not always in the [x∗,y∗]-core of G.
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Table 4. Unweighted Directed Graphs Used in Our Experiments

Dataset Full name Category |V | |E |
MO [28] moreno-oz Human Social 217 2,672

TC [1] maayan-faa Infrastructure 1,226 2,615

OF [61] openflights Infrastructure 2,939 30,501

AD [55] advogato Social 6,541 51,127

AM [46] amazon E-commerce 403,394 3,387,388

AR [58] amazon-ratings E-commerce 3,376,972 5,838,041

BA [59] baidu-zhishi Hyperlink 2,141,300 17,643,697

TW [14] twitter-mpi Social 52,579,682 1,963,263,821

9 EXPERIMENTS

We now present the experimental results. We first discuss the setup in Section 9.1, then describe the
results of exact and approximation algorithms in Sections 9.2–9.3, followed by the results of DDS
maintenance over dynamic graphs in Section 9.4 and WDDS computation on weighted graphs in
Section 9.5, and finally present case studies in Section 9.6.

9.1 Setup

In the following, we introduce the datasets8 and the algorithms that are used for our experimental
evaluation of DDS algorithms, DDS maintenance algorithms, and WDDS algorithms, respectively.

9.1.1 Unweighted Graphs and DDS Algorithms. For unweighted directed graphs, we use eight
real datasets [44], and we report the numbers of vertices and edges of each dataset in Table 4. These
graphs cover various domains, including social networks (e.g., Twitter and Advogato), e-commerce
(e.g., Amazon), and infrastructures (e.g., flight networks).

We compare following exact DDS algorithms:

• Core-Exact is our proposed exact algorithm for DDS computation (Section 6.2).
• DC-Exact is our proposed exact algorithm for DDS computation (Section 6.3).
• Exact [42] is the state-of-the-art exact algorithm, which is also recapped in Section 4.1.

We also compare following approximation DDS algorithms:

• Core-Approx is our proposed 2-approximation algorithm for DDS computation (Section 7).
• KS-Approx [42] is an approximation algorithm whose approximation ratio was misclaimed,

which is also recapped in Section 4.2.
• FKS-Approx (in the Appendix) is the fixed version provided by the authors of Reference [42].

Its time complexity is O (n · (n +m)), with an approximation ratio of 2.
• PM-Approx [6] is a parameterized approximation algorithm. Note that we use its default

parameters in Reference [6] in our experiments (δ = 2, ϵ = 1).
• BS-Approx [15] is a 2-approximation algorithm.
• BS-Approx-δ [15] is an adaptation of BS-Approx providing 2δ -approximation result with

time complexity of O (
log n

log δ
(n +m)). In our experiments, we use δ = 2, which is also adopted

by PM-Approx in Reference [6].

8All datasets are available online at http://konect.uni-koblenz.de/networks/, http://snap.stanford.edu/data/index.html and

http://networkrepository.com.
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Table 5. Dynamic Graphs Used in Our Experiments

Dataset Full name Category |V | |E | Number of updates

YH [67] ia-yahoo-messages Social 100,001 905,199 3,179,718

SU [63] sx-superuser Online QA 194,085 924,886 1,443,339

CA [47] ca-cit-HepTh Collaboration 22,908 2,444,798 2,673,133

SX [63] sx-stackoverflow Online QA 2,601,977 36,233,450 63,497,050

Table 6. Weighted Directed Graphs Used in Our Experiments

Dataset Full name Category |V | |E | Weight meanings

FD [64] foodweb-baydry Trophic 128 2,137 Carbon exchange

AF [60] opsahl-usairport Infrastructure 1,574 28,236 Number of flights

BX [79] bookcrossing-rating E-commerce 263,757 433,652 Rating

MV [44] movielens-1m Movie 9,746 1,000,210 Rating

LI [45] libimseti Social 220,970 17,359,346 Rating

9.1.2 Dynamic Graphs and DDS Maintenance Algorithms. To evaluate DDS maintenance algo-
rithms, we use four real datasets [44, 48, 67], and we report the numbers of vertices and edges
of each dataset in Table 5. Those graphs have timestamps associated with edges. For example, SX
[63] is a temporal network of interactions on the stack exchange web site Stack Overflow.9 Each
timestamp corresponds to an update, and the total number of timestamps on each dataset is also
reported in Table 5. We also use two static graphs (i.e., AM and BA) with synthetic updates to
evaluate the DDS maintenance algorithms.

We conduct experiments using following 2-approximation DDS maintenance algorithms:

• Core-Approx is a baseline method by recomputing the DDS from scratch for each update.
• Approx-Ins is the DDS maintenance algorithm for handling edge insertion (Section 8.1).
• Approx-Del is the DDS maintenance algorithm for handling edge deletion (Section 8.2)

9.1.3 Weighted Directed Graphs and WDDS Algorithms. For weighted directed graphs, we use
three real datasets [44] and report the numbers of vertices and edges, as well as the weight mean-
ings, e.g., the weights denote the numbers of flights in the flight network [60], of each dataset
in Table 6. These graphs cover domains of e-commerce (e.g., Amazon), infrastructures (e.g., flight
network), and social networks (e.g., Libimseti.cz). We compare the following WDDS algorithms:

• W-Exact is the baseline exact WDDS algorithm, extended from Exact.
• WDC-Exact is our proposed exact WDDS algorithm, which exploits wcore-based optimiza-

tion and divide-and-conquer strategy.
• WCore-Approx is our proposed 2-approximation WDDS algorithm.

All the algorithms above are implemented in C++ with STL used. We run all the experiments on
a machine having an Intel(R) Xeon(R) Silver 4110 CPU @ 2.10 GHz processor and 256 GB memory,
with Ubuntu installed.

9.2 Exact Algorithms of DDS Problem

In Figure 16, we report the efficiency results of exact algorithms on the five smallest datasets (i.e.,
MO, TC, OF, AD, and AM). As these solutions cannot finish reasonably on larger datasets, we do

9https://stackoverflow.com.
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Fig. 16. Efficiency of exact DDS algorithms. Fig. 17. Flow network sizes in exact algorithms.

not report their results here. Note that Exact and Core-Exact cannot compute the DDS within
600 hours on OF, AD, and AM. Clearly, Core-Exact is at least 2× and up to 100× faster than the
state-of-the-art exact algorithm Exact. This is mainly because Core-Exact locates the DDS in
some [x , y]-cores, which are often much smaller than the entire graph, so the flow networks built
on these cores become much smaller, resulting in less time cost on computing the minimum st-cut
of the flow networks.

We further investigate how the flow network size (number of edges) changes in the first 10
iterations of the binary search in exact algorithms. Figure 17 reports the flow network size of
these three algorithms on two datasets, i.e., AD and AM. Clearly, we can observe that the size of
the flow network in Core-Exact is reduced significantly as the iteration goes on, while the flow
network size of Exact does not change during these iterations. Thus, we conclude that the [x ,
y]-cores are indeed effective for locating the DDS in some smaller subgraphs, allowing the exact
DDS to be computed more efficiently. The sizes of flow networks created in DC-Exact are larger
than those in Core-Exact because, in DC-Exact, the flow network is built based on the union of
[x ,y]-cores for all possible values of a in the range of [al ,ar ].

Meanwhile, from Figure 16, we can see that DC-Exact is up to six and five orders of magni-
tude faster than Exact and Core-Exact, respectively. The main reason is that DC-Exact exploits a

divide-and-conquer strategy, which dramatically reduces the number of a = |S |
|T | examined, as illus-

trated in Figure 9. To further analyze the speedup of DC-Exact over Exact, we report the numbers
of values of a examined in DC-Exact and Exact, which equal to the numbers of times of invoking
the loop of binary search. As discussed in Section 6, the total numbers of values of a examined in

Exact and DC-Exact are n2 and k , respectively. The values of n2, k , and n2

k
on the first five datasets

are reported in Table 7. Clearly, n2 is much larger than k . For example, on the dataset AM, n2 is
over 10 orders of magnitude larger than k . Thus, DC-Exact runs much faster than Exact.

In addition, we have implemented the three exact algorithms (Exact, Core-Exact, and
DC-Exact) with/without the help of the parametric max-flow algorithm [29]. We test the running
time of both versions (i.e., with the parametric max-flow algorithm and without it) and report the
speedup provided by the parametric max-flow algorithm for each algorithm in Table 8, where NA
denotes the algorithm cannot finish within 200 hours on the corresponding dataset. We can see that
the parametric max-flow algorithm is indeed helpful for further improving the efficiency. Besides,
we can observe Core-Exact gains the most from the parametric max-flow algorithm followed by
Exact, while DC-Exact gains little, because it is already several orders of magnitude faster than
Core-Exact and Exact even without the help of the parametric max-flow algorithm.
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Table 7. The Total Numbers of Values of a Examined in

DC-Exact and Exact

Dataset n2 (Exact) k (DC-Exact) n2

k

MO 4.71 × 104 16 2.94 × 103

TC 1.50 × 106 23 6.54 × 104

OF 8.64 × 106 35 2.47 × 105

AD 4.28 × 107 81 5.28 × 105

AM 1.63 × 1011 13 1.25 × 1010

Table 8. The Speedup Provided by the Parametric

Max-flow Algorithm [29]

Dataset Exact Core-Exact DC-Exact

MO 3.90 5.02 1.31

TC 2.76 2.95 1.17

OF 3.96 6.80 1.41

AD NA NA 1.46

AM NA NA 1.05

Fig. 18. Efficiency of approximation algorithms.

9.3 Approximation Algorithms of DDS Problem

In Figure 18 (respectively, Figure 19), we show the running time of (respectively, the densities of
the approximate DDS’s returned by) approximation algorithms on all the eight datasets, where
bars touching the upper boundaries (respectively, “NA” labels) mean that the corresponding al-
gorithms cannot finish within 200 hours. We can make the following observations: (1) BS-Approx
and FKS-Approx provide high quality results but are the two most inefficient algorithms, because
their time complexities, i.e., O (n2 (n + m)) and O (n(n + m)), are higher than those of other
algorithms. (2) KS-Approx is the most efficient one on almost all the datasets, since it takes
only linear time cost, i.e., O (n +m). However, its approximation ratio could be larger than 2, as
analyzed in Section 4. (3) Core-Approx is the second most efficient one on almost all the datasets,
followed by PM-Approx. (4) BS-Approx-δ provides high-quality results, although its theoretical
approximation ratio is larger than 2. Its running time is more than 6× longer than Core-Approx,
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Fig. 19. ρS̃∗,T̃ ∗ returned by all approximation algorithms.

Table 9. Analyzing 2-approximation DDS Algorithms

Dataset MO TC OF AD AM AR BA TW

n 217 1,226 2,939 6,541 4.03 × 105 3.38 × 106 2.14 × 106 5.26 × 107

n2 4.71 × 104 1.50 × 106 8.64 × 106 4.28 × 107 1.63 × 1011 1.14 × 1013 4.59 × 1012 2.76 × 1015
√
m 52 51 174 226 1,840 2,416 4,200 44,308

γ 8 3 27 18 10 26 60 2,221
n
γ

27 408 108 363 4.03 × 104 1.30 × 105 3.57 × 104 2.37 × 104

n2

γ
5.89 × 103 5.01 × 105 3.20 × 105 2.38 × 106 1.63 × 1010 4.39 × 1011 7.64 × 1010 1.24 × 1012

although its theoretical time complexity is lower. (5) Among all the 2-approximation algorithms,
Core-Approx is the fastest one, since it is up to six orders of magnitude faster than BS-Approx,
and three orders of magnitude faster than FKS-Approx. Moreover, it can process billion-scale
graphs. Thus, it obtains not only high-quality results but also achieves high efficiency.

Next, we focus on the 2-approximation algorithms and perform a deeper investigation on why
Core-Approx is significantly faster than others. Recall that the time complexities of BS-Approx,
FKS-Approx, and Core-Approx areO (n2 (n+m)),O (n · (n+m)), andO (γ (n+m)), respectively, so we

can roughly use n2

γ
and n

γ
to explain the speedup of Core-Approx over BS-Approx and FKS-Approx,

respectively. In Table 9, we report the values of n
γ

and n2

γ
on all the eight datasets. Clearly, on the

first four datasets, the values of n2

γ
and n

γ
are roughly the same as the times of speedup in Figure 18.

Based on this observation, we conjecture that for other larger datasets (e.g., AR), Core-Approx
could be up to 10 and 5 orders of magnitude faster than BS-Approx and FKS-Approx, respectively,
although we did not get the actual running time of BS-Approx and FKS-Approx in our experiments.

Besides, we compare the actual approximation ratios of all the six approximation algorithms.
Specifically, for each graph, we first obtain the exact DDS using DC-Exact, then compute the ap-
proximate DDS’s using these approximation algorithms, and get the actual approximation ratios
(i.e., the density of the exact DDS over those of approximate DDS’s). Note that a smaller actual
approximation ratio indicates that the corresponding solution has a better approximation quality
w.r.t. the optimal DDS, i.e., higher accuracy w.r.t. the exact DDS. We report the actual approxima-
tion ratios of each algorithm on the first five datasets in Figure 20. Clearly, the actual approximation
ratios of Core-Approx, BS-Approx-δ , BS-Approx, and FKS-Approx are indeed smaller than their
theoretical worst-case approximation ratios. The theoretical approximation ratio of BS-Approx-δ
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Fig. 20. The actual approximation ratios of all approx-

imation algorithms.
Fig. 21. F1 scores of all approximation algorithms.

Table 10. The Values of
|S∗ |
|T ∗ | on the First Five Datasets

Dataset MO TC OF AD AM

|S∗ |
|T ∗ | 1.04 5.67 × 10−2 1.01 2.32 2.47 × 103

is 4, but its actual approximation ratios over five datasets are quite low and sometimes marginally
smaller than our Core-Approx, which indicates that the technique used in BS-Approx-δ to reduce

the number of values of |S ||T | will not introduce much error in practice. Besides, we can see that

KS-Approx cannot provide 2-approximation results on some datasets (e.g., AM). This well con-
firms our finding that KS-Approx may fail to report a 2-approximation result in some cases, as
discussed in Section 4.2. In addition, the actual approximation ratios of PM-Approx could be larger
than 2 but less than 5: notice that its theoretical approximation ratio is 2δ (1+ ϵ ), which under the
default parameter setting of δ = 2, ϵ = 1, recommended by Reference [6], evaluates to 8.

Figure 21 supplements Figure 20 with F1 scores of the subgraphs returned by the approximation
algorithms w.r.t. the DDS returned by DC-Exact. Note that BS-Approx and FKS-Approx did not
finish in reasonable time on some datasets, so we could not compute the overlap that they could
have achieved. From Figure 21, we have following observations: (1) In many cases, DDS’s of lower
density found by some algorithms tend to overlap less with the optimal DDS. (2) In some cases,
surprisingly, lower approximation ratio is associated with higher overlap with the optimal DDS.
But this pattern is not consistent: e.g., the actual approximation ratio of KS-Approx is lower (i.e.,
better) than that of PM-Approx, while the F1 score of KS-Approx is lower than that of PM-Approx.
We remark that the (actual) approximation ratio is the primary criterion to evaluate the approxi-
mation algorithms, as our goal is to find a subgraph as dense as possible.

To further analyze why KS-Approx leads to very high approximation ratios, we revisit its algo-
rithm steps and find that it actually restricts the search on the subgraph, in which the minimum

outdegree and minimum indegree of all vertices are close to each other; in other words, when |S∗ |
|T ∗ |

= 1, KS-Approx tends to find an approximate DDS with higher accuracy. In Table 10, we report the
ratio of |S∗ | over |T ∗ | on the first five datasets. We can observe that on most of the datasets, when
|S∗ |
|T ∗ | is close to 1, KS-Approx tends to find DDS’s with higher accuracy than Core-Approx, while

when |S∗ |
|T ∗ | largely deviates from 1, it will perform worse.

Another interesting point concerns the comparison between Core-Approx and BS-Approx-δ .
On the one hand, BS-Approx-δ has a higher theoretical approximation ratio (i.e., 4) than the
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Table 11. Efficiency of 2-approximation DDS Maintenance Algorithms

Type Dataset
Insert Delete

Core-Approx Approx-Ins Speedup Core-Approx Approx-Del Speedup

Real
YH 1.54s 0.003s 498.75 1.54s 1.79 × 10−6 861,960.89
SU 1.54s 0.03s 48.83 1.57s 5.15 × 10−6s 305,876.45
CA 61.01s 8.4 × 10−7s 72,634,000 61.36s 6.94 × 10−6s 8,830,429
SX 288.59s 2.62s 110.24 261.34s 8.03 × 10−5s 3,256,235.4

Synthetic
AM 4.34s 3.88 × 10−5s 111,979.78 4.37s 1.17 × 10−6s 3,728,412
BA 27.62s 1.96 × 10−2s 1,409.92 27.58s 1.10 × 10−1s 250.91

theoretical ratio of Core-Approx (i.e., 2). But the actual approximation ratios of BS-Approx-δ on
the eight datasets are comparable to Core-Approx. In detail, BS-Approx-δ is marginally smaller
on four datasets; Core-Approx is smaller on one dataset, and they are equally good on the rest
three datasets. This may indicate that the technique used in BS-Approx-δ to reduce the number

of trials of different |S ||T | by testing different powers of δ may not introduce large errors in practice.

On the other hand, BS-Approx-δ has a lower theoretical time complexity (i.e., O (log2 n(n +m))
via δ = 2) given that the theoretical complexity of Core-Approx is O (γ (n +m)) = O (

√
m(n +m)).

But, in practice, Core-Approx is 6.6× faster than BS-Approx-δ on average over eight datasets.
This is mainly because γ �

√
m, usually by several orders, as shown in Table 9, in practice.

9.4 DDS Maintenance Algorithms

In this experiment, we test the performance of DDS maintenance algorithms by using four real
datasets (YH, SU, CA, and SX) and two synthetic datasets (AM and BA).

For real datasets, to evaluate Approx-Ins, we insert the latest 1,000 edges to the graph accord-
ing to the timestamps on the edges and report the average running time for each edge insertion.
Similarly, to evaluate Approx-Del, we delete the oldest 1,000 existing edges from the graph and
report the average running time for each edge deletion.

For synthetic datasets, to evaluate Approx-Del, we randomly delete 1,000 distinct existing
edges from the graph and report the average running time for each edge deletion. Similarly, to
evaluate Approx-Ins, we insert the 1,000 removed edges to the graph and present the average
running time for each edge insertion.

Table 11 reports the efficiency results. From the table, we can observe that Approx-Ins is up to
seven orders of magnitude faster than recomputing from scratch when handling edge insertion,
because it can quickly locate the new maximum cn-pair in the updated graph. Approx-Del is up to
six orders of magnitude faster than recomputing from scratch when handling edge deletion, since
it can avoid the recomputation of many unnecessary cases as discussed in Section 8.2.

Another interesting point is that the speedup of our insertion algorithm differs among different
datasets. The reason why the speedup differs across different datasets is that if the degrees of the
endpoints of the newly added edges are small compared to x∗ andy∗ from the current [x∗,y∗]-core,
the maintenance process will be stopped immediately. If this case happens often, then the speedup
will be pretty significant. Otherwise, the speedup will be relatively modest. There are almost 100%
newly added edges in CA whose endpoint degree products are smaller than x∗ ·y∗, while there are
around 58% newly added edges in YH satisfying such condition. Further, CA is much larger than
YH, making CA need more time to recompute from scratch. Hence, under the combined effect of
several reasons discussed above, our dynamic insertion algorithm achieves around seven orders
of magnitude speedup on CA and 500× speedup on YH.
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Fig. 22. Efficiency of WCore-Approx, WDC-Exact, and W-Exact.

Table 12. Statistics about WCore-Approx on Weighted Directed Graphs

Dataset FD AF BX MV LI

Approximation ratio 1.00 1.07 1.02 1.14 1.31

ξ (number of skyline wcn-pairs) 126 745 190 1,346 2,484

k in WDC-Exact (number of binary searches) 8 22 207 52 204

9.5 Algorithms of WDDS Problem

We test three WDDS algorithms (i.e., WCore-Approx, WDC-Exact, and W-Exact) and show the ef-
ficiency results on five datasets in Figure 22, where bars touching the upper boundary mean that
the corresponding algorithms cannot finish within 300 hours. We can see that WDC-Exact and
WCore-Approx are up to five orders of magnitude faster than W-Exact. This demonstrates that the
core-based optimization and divide-and-conquer strategy are indeed effective for accelerating the
computation of the WDDS. On the three larger datasets, WCore-Approx is at least 10× faster than
WDC-Exact. To further analyze the performance, we report some statistics (e.g., the approximation
ratio and ξ ) of running WCore-Approx on weighted graphs in Table 12. Clearly, WCore-Approx
provides high-quality approximate results (i.e., the approximation ratios are quite close to 1.0).

Besides, from Figure 22, we see that WCore-Approx is slightly slower than WDC-Exact on two

datasets (i.e., FD and AF). The reasons can be explained by the statistics in Table 12: (1) Let
ξ
n

denote
the ratio of the number of the skyline wcn-pairs over the number of vertices in the graph. Then,

we can see that the value of
ξ
n

on FD and AF is much higher than that on BX, MV, and LI, which
may make WCore-Approx perform worse than WDC-Exact on these two datasets. (2) k is much
smaller than ξ on these two datasets. As k and ξ are the key parameters affecting the efficiency
of WDC-Exact and WCore-Approx, respectively, except for the graph size, this is one reason why
WCore-Approx performs worse than WDC-Exact on FD and AF. (3) Although BX is much larger
than AF, its ξ is smaller than that of AF, because the scope of edge weights is different, i.e., BX
only has 10 choices for the ratings ({1, 2, . . . , 10}), while AF has hundreds of different edge weights
due to the variety of flight numbers. This also implies that when the graph has a wide range of
edge weights, WDC-Exact may be the best option, since it may achieve higher quality results and
higher efficiency than WCore-Approx. However, for large-scale datasets with limited edge weight
cardinality, WCore-Approx is still the first choice, as the performance on two more massive datasets
(i.e., MV and LI) shows.
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Fig. 23. The performance of fake review detection. Fig. 24. Information seekers and sources.

9.6 Case Studies

9.6.1 Fake Reviewer Detection. To show the effectiveness of the WDDS solution, we conduct a
case study by considering one of its downstream applications, namely, fake review detection. We
use the WDDS to detect frauds on a real graph and show that it achieves comparable performance
with the state-of-the-art fraud detection algorithm, i.e., Fraudar [35]. Given a bipartite graph of
users and the products they review, Fraudar detects the fake followers by identifying a dense
subgraph from the bipartite graph. Note our algorithms naturally extend to the bipartite graph by
making one vertex set as the source and the other as the target.

Specifically, we follow the experimental setup in Reference [35] and consider the dataset AR (see
Table 4), which is the Amazon review graph consisting of users and products, where all the edges
are directed from users to products. We first randomly select 2,000 users and 2,000 products, with
around 2,400 edges (similar to Reference [35]). Then, we inject 200 fraudulent users and 200 fraud-
ulent products with different average degrees for fraudulent users. When injecting the fraudulent
edges, we follow two strategies:

(1) Grouped. The fraudulent users and products are grouped into several small equal-size
groups, and the injected edges are all within each group.

(2) Randomly. The injected edges are inserted randomly among all fraudulent users and
products.

In addition, for each edge (u, v) in the graph G, we set its weight toW (u,v ) = 1√
d−

G
(v )+c

, which

is a column-weighting strategy proposed in Reference [35] (c=5). Notice that more injected edges
imply the higher average degree of fraudulent users.

Next, we use WDC-Exact and Fraudar to detect the fraudulent users and compute the average F1

score of their results (where F1 =
2×precision×recall

precision+recall ) over five trials, which are depicted in Figure 23.

We can see that for the first injecting strategy, WDC-Exact achieves higher F1 scores than Fraudar
in most cases, while for the second injecting strategy, WDC-Exact has the same performance
when the average degree of fraudulent users is at least 6. Fraudar performs better only when the
edges are injected randomly and the density is very low. Meanwhile, as the number of injected
edges increases, WDC-Exact achieves higher F1 scores. Thus, WDC-Exact is indeed effective for
fake review detection, since it achieves comparable performance with Fraudar. In addition, we
reckon that the performance of fraud detection can be further improved if the human-in-the-loop
process (e.g., asking humans to further check the users and products in the WDDS) is exploited.

9.6.2 Roles of Vertices in S∗ and T ∗. Here, we use an example to investigate the different roles
played by the vertices in S∗, T ∗, and S∗ ∩ T ∗, as depicted in Figure 24. In the approximate DDS
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returned by Core-Approx in TW (i.e., twitter-mpi, a follow-link network), S∗ contains 162,418
vertices, T ∗ contains 236 vertices, and S∗ ∩T ∗ contains 7 vertices. Inspired by Reference [40], we
can treat the vertices in S as information seekers and the vertices in T ∗ as information sources.
Further, the vertices in S∗ ∩T ∗ are probably friends, as they likely followed each other. Although
we cannot trace back the vertices to the exact users in Twitter (as the dataset is anonymized), we
envision each scenario based on the current result: Most users in S∗ are information seekers; most
users in T ∗ are information sources, which could be news agencies and celebrities; the users in
S∗ ∩T ∗ are both information seekers and sources, which need to seek information from the news
agencies and other celebrities and share their opinions with their followers. Hence, the flexibility
of not restricting the disjointness of S∗ and T ∗ allows us to detect whether some users play both
roles, i.e., information seekers and sources. This example illustrates that our problem can result in
interesting analysis about the relationship between S∗ andT ∗ (e.g., finding out who interacts with
each other in S∗ ∩T ∗). If we enforce S∗ and T ∗ to be disjoint, then we cannot perform this kind of
analysis.

10 CONCLUSION

In this article, we study the densest subgraph discovery on directed graphs (DDS problem for
short). We first review existing algorithms and discuss their limitations. We show that a previous
algorithm [42], which was claimed to achieve an approximation of 2, fails to satisfy the approxi-
mation guarantee. To boost the efficiency of finding DDS, we introduce a novel dense subgraph
model, namely, [x , y]-core, on directed graphs, and establish bounds on the density of the [x , y]-
core. We then propose a core-based exact algorithm and further optimize it by incorporating a
divide-and-conquer strategy. Besides, we find that the [x∗, y∗]-core, where x∗y∗ is the maximum
value of xy for all the [x , y]-cores, is a good approximation solution to the DDS problem, with a
theoretical guarantee. To compute the [x∗, y∗]-core, we develop an efficient algorithm, which is
more efficient than all the existing 2-approximation algorithms. Extensive experiments on eight
real large datasets show that both our exact and approximation algorithms for DDS are up to
six orders of magnitude faster than the state-of-the-art approaches. Besides, we develop efficient
non-trivial DDS maintenance algorithms for handling dynamic graphs, and our DDS maintenance
algorithms can provide up to five orders of magnitude speedup compared to recomputing the DDS
from scratch. We further extend the algorithms to find weighted DDS (or WDDS) on weighted
directed graphs. In addition, we present a case study that demonstrates that the WDDS solution is
useful for fraud detection.

We will investigate how to efficiently find the DDS with size constraints on directed graphs in
the future. Similarly, it is interesting to find the DDS with constraints on the overlap between S∗

andT ∗, e.g., enforcing S∗ andT ∗ to be disjoint, or requiring at least (or at most) k vertices in S∗∩T ∗.
Sometimes, users are interested in finding more than one densest subgraph. Hence, it is worth in-
vestigating how to define and study the top-k DDS’s problem. It would also be interesting to study
the DS problem on other types of graphs, e.g., attributed graphs and heterogeneous information
networks. Another interesting future research direction is to develop algorithms for solving the
bi-clique-based DS problem [10] on bipartite graphs.

APPENDIX

A A FIXED ALGORITHM OF KS-APPROX

Here is the fix for KS-Approx provided by its author Prof. Barna Saha. We name it FKS-Approx
in this article. Algorithm 11 presents the details. First, the algorithm lets S contain all vertices
in V (line 2). In the outer loop, each time the algorithm assigns V to T (line 4), lets H be the
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ALGORITHM 11: FKS-Approx

Input :G = (V , E)

Output : An approximate DDS D̃
1 ρ∗ ← 0;

2 S ← V ;

3 while |S | � 0 do

4 T ← V , H ← G[S,T ];

5 u ← arg minw ∈S d+H (w );

6 remove u from S and its corresponding edges from H ;

7 while |T | � 0 do

8 v ← arg minw ∈T d−
H

(w );

9 remove v from T and its corresponding edges from H ;

10 if ρ (S,T ) > ρ∗ then ρ∗ ← ρ (S,T ), D̃ ← G[S,T ];

11 reuse lines 2–10 by interchanging S with T , u with v , d+
H

(w ) with d−
H

(w ), but G[S,T ] keeping

unchanged;

12 return D̃;

subgraph induced by S and T (line 4), and removes the vertex with minimum outdegree from
S and its outgoing edges from H (lines 5–6). Then, in the inner loop, each time we remove the
vertex with the minimum indegree from T and its incoming edges from H (lines 8–9). Next, the
algorithm checks whether the maximum density can be updated by the density of H = G[S,T ];

if yes, then the maximum density ρ and the approximate DDS D̃ will be updated as ρ (S,T ) and
G[S,T ], respectively (line 10). Then, the algorithm will repeat the above process withT in the outer

loop and S in the inner loop (line 11). Finally, the algorithm returns D̃ as the approximate DDS.
Now Theorem 2 in Reference [42] will go through, as there will exist a subgraph where the

outdegrees of its vertices in S will be larger than λo and the indegree of its vertices inT will be larger
than λi , simultaneously (refer to Reference [42]). Obviously, the time complexity of FKS-Approx
is O (n(n +m)).
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