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Sparse matrices are often used to model the interactions among different objects and they are prevalent in

many areas, including e-commerce, social networks, and biology. As one of the fundamental matrix operations,

the sparse matrix chain multiplication (SMCM) aims to efficiently multiply a chain of sparse matrices, which

has found various real-world applications in areas like network analysis, data mining, and machine learning.

The efficiency of SMCM largely hinges on the order of multiplying the matrices, which further relies on

the accurate estimation of the sparsity of intermediate matrices. Existing matrix sparsity estimators often

struggle with large sparse matrices, because they suffer from the accuracy issue in both theory and practice.

To enable efficient SMCM, in this paper, we introduce a novel row-wise sparsity estimator (RS-estimator), a

straightforward yet effective estimator that leverages matrix structural properties to achieve efficient, accurate,

and theoretically guaranteed sparsity estimation. Based on the RS-estimator, we propose a novel ordering

algorithm for determining a good order of efficient SMCM. We further develop an efficient parallel SMCM

algorithm by effectively utilizing multiple CPU threads. We have conducted experiments by multiplying

various chains of large sparse matrices extracted from five real-world large graph datasets, and the results

demonstrate the effectiveness and efficiency of our proposed methods. In particular, our SMCM algorithm is

up to three orders of magnitude faster than the state-of-the-art algorithms.
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Fig. 1. An example for illustrating SMCM.

1 INTRODUCTION
A sparse matrix is a matrix in which most of the elements are zero. In many real-world areas

including e-commerce, social networks, and biology, the interactions among different objects are

often represented by sparse matrices. For example, in an e-commerce platform (e.g., Amazon), the

shopping records of users buying items are often modeled as a large sparse matrix [13]. That is,

if the 𝑖-th user purchases the 𝑗-th item, then the element in the 𝑖-th row and 𝑗-th column of the

matrix will be 1. Figure 1 presents three sparse matrices, i.e., A1, A2, and A3, where zero elements

are omitted.

In this paper, we study the sparse matrix chain multiplication (SMCM) problem [12, 32], which

aims to efficiently multiply a chain of sparse matrices. For example, in Figure 1, we aim to multiply

A1, A2, and A3, and the result is the matrix O. SMCM has served as a fundamental computational

kernel in various real-world applications such as network analysis, data mining, and machine

learning. For example, its versatility has been demonstrated in numerous network analysis tasks,

such as clustering [51, 57], community searching [18, 63, 68], triangle counting [62], shortest path

enumeration [7], subgraph matching [58], NoSQL database operations [13, 21, 30, 33], and neural

networks [20, 29, 37, 60, 65]. In the following, we present three concrete applications:

• Similarity search. As a popular similarity metric in heterogeneous information networks

(HINs), PathSim [55] uses a symmetric meta-path P to measure the similarity between two

vertices𝑥 and𝑦 as 𝑠𝑖𝑚(𝑥,𝑦) = 2𝑝 (𝑥,𝑦)
𝑝 (𝑥,𝑥 )+𝑝 (𝑦,𝑦) , where 𝑝 (𝑥,𝑦) counts the instances ofP between𝑥

and𝑦, and P captures the semantic relationship, e.g., the meta-path𝐴𝑢𝑡ℎ𝑜𝑟→𝑃𝑎𝑝𝑒𝑟→𝐴𝑢𝑡ℎ𝑜𝑟

shows the co-authorship in DBLP network. PathSim [55] computes the values of 𝑝 (𝑥,𝑦)
between all the vertex pairs by M(𝑇𝑥𝑇𝑥+1) ×M(𝑇𝑥+1𝑇𝑥+2) × · · · ×M(𝑇𝑥+1𝑇𝑥 ), where M(𝑇𝑥𝑇𝑥+1)
is the sparse adjacency matrix between nodes of types 𝑇𝑥 and 𝑇𝑥+1.
• Node embedding. HIN node embedding methods [17, 19, 48, 52, 66] often utilize meta-path-

guided random walks to learn the relationships among nodes. These algorithms encompass

two key steps: guided randomwalks employingmeta-paths and using node2vec algorithm [25]

for node embeddings. The first step can be calculated by P(𝑇𝑖𝑇𝑖+1) = Di
−1 ×M(𝑇𝑖𝑇𝑖+1), where

P(𝑇𝑖𝑇𝑖+1) is the probability transition matrix, M(𝑇𝑖𝑇𝑖+1) is the adjacency matrix between nodes

with types 𝑇𝑖 and 𝑇𝑖+1, and Di is the degree matrix.

• Multi-source breadth-first search (BFS). Given a graph 𝐺 and a set of source vertices 𝑆 ,

the multi-source BFS aims to find the reachable vertices from vertices in 𝑆 [31, 56]. It can be

formulated as an SMCM problem: Bk = A𝑘 ×X, where A denotes the adjacent matrix of𝐺 , X
denotes the source vertices (we first initialize X = 0, and then let X[𝑖, 𝑖] = 1 if vertex 𝑣𝑖 ∈ 𝑆),
and Bk denotes the vertices that are reachable from vertices in 𝑆 within 𝑘 hops (if Bk [𝑖, 𝑗] =
1, then 𝑣𝑖 is reachable to 𝑣 𝑗 within 𝑘 hops). Clearly, A and X are sparse, so computing Bk is

an SMCM problem.

Despite its popularity and usage, SMCM is computationally costly, especially when the sparse

matrices are large. In the literature, SMCM has received plenty of research attention and several al-

gorithms have been developed [2, 24, 43]. Generally, all these algorithms follow the same framework,
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Fig. 2. The workflow of SMCM.

as depicted in Figure 2, involving three phases: (1) sparsity estimation, (2) matrix chain ordering,
and (3) matrix chain multiplication. The sparsity estimation phase first evaluates the sparsity of the

intermediate matrices which are the result matrices of multiplying two matrices. Subsequently,

based on sparsity estimation, the matrix chain ordering phase derives a good execution order of

SMCM to reduce the overall time cost. Finally, the matrices are multiplied by following the order in

the matrix chain multiplication phase, which ultimately produces the final output matrix.

(1) Sparsity estimation.Given two sparsematricesA andB, to estimate the sparsity ofO = A×B,
a few estimators [4, 12, 32, 53, 64] have been developed, where the sparsity is the ratio of non-zero

elements in O, as shown in Table 1. Boehm et al. [4] introduced an estimator MetaAC, which assumes

the matrices are uniformly distributed matrices and estimates output matrix sparsity by calculating

the probability of each element being non-zero. Cohen [12] introduced a graph-based method

named Layered-graph, which estimates the number of non-zero elements by transforming a matrix

chain multiplication into a layered graph. The sparsity is then estimated by determining the size of

the transitive closure with the length of the chain for vertices in the graph [11]. Kernert et al. [32]

introduced the Density-map method, which involves decomposing input matrices into individual

𝑏×𝑏 blocks. Subsequently, they applied MetaAC to estimate the sparsity of themultiplication between

two blocks. Yu et al. [64] presented a sampling-based approach that calculates the maximum inner

product value of columns and rows from samples to determine the sparsity of the output matrix.

Sommer et al. [53] designed a novel estimator MNC using matrix non-zero count sketches. However,

both MetaAC and Density-map rely on the assumption of uniformity and independence across

the entire matrix structure, which may not hold in practice, and the sampling-based approach

only focuses on the multiplication of two matrices, so it is not suitable for SMCM. Layered-graph
assigns a vector of length 𝑟 to each leaf node in the graph and computes their transitive closures.

Consequently, its computational cost is significant, as indicated in Table 1. Regarding MNC, its
precision is notably influenced by the matrix chain’s length, wherein precision tends to decrease

as the matrix chain length increases due to a reduction in the number of non-zero elements in

the output matrix. Furthermore, all these estimators provide weak or no theoretical guarantees

regarding the error between estimation and exact values.

(2) Matrix chain ordering. To multiply a chain of matrices, there are many different ways to

parenthesize the matrices, which are often referred to as the orders of SMCM. Although different

orders result in the same output matrix, they have a significant effect on efficiency. For example, in

Figure 1, consider two different orders: (1) (A1 × A2) × A3 and (2) A1 × (A2 × A3). Assume that

the matrices are multiplied by following the order from left to right. Then, for order (1), we only

need to perform 3 numerical multiplication calculations, while for order (2), we have to perform

6 numerical multiplication calculations, so order (1) is better. Note that the calculations for zero

elements are skipped in SMCM.

To determine the optimal order of matrix chain multiplication, there is a classic dynamic pro-

gramming algorithm [14, 24]. The algorithm inherently assumes that the input matrices are dense

or full matrices, implying that when multiplying two matrices with sizes 𝑚 × 𝑛 and 𝑛 × 𝑙 , we
need𝑚 · 𝑛 · 𝑙 numerical multiplication calculations. This assumption, however, no longer holds

for sparse matrices, as we only need to multiply non-zero elements, whose number of numerical
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Table 1. Sparsity estimators for multiplying two matrices A and B, whose sizes are𝑚×𝑛 and 𝑛×𝑙 , respectively.

Estimator Time complexity SupportSMCM Lowerbound Upperbound
MetaAC [4] O(1) ✓ × ×

Density-map [32] O(𝑚𝑛𝑙/𝑏3) ✓ × ×
Layered-graph [12] O(𝑟 (𝑑 + 𝑛𝑛𝑧 (A,B))) ✓ × ×

Sampling [64] O(|I|(𝑚 + 𝑙)) × ✓ ×
MNC [53] O(𝑛𝑛𝑧 (A,B)) ✓ ✓ ✓

RS-estimator O(𝑛𝑛𝑧 (A)) ✓ ✓ ✓
★ I is the set of sampled instances; 𝑛𝑛𝑧 (A) is the number of non-zero elements in A; 𝑑 is the maximum value

in {𝑚,𝑛, 𝑙}; 𝑏 is the block size.

multiplication calculations is much less than𝑚 · 𝑛 · 𝑙 . Thus, existing works [4, 12, 32, 53, 64] often

use a sparsity estimator to predict the cost of multiplying two matrices and then determine the

order of SMCM by using dynamic programming.

(3) Matrix chain multiplication. After obtaining a good order of SMCM, we then perform a

sequence of matrix-matrix multiplications, each of which multiplies two matrices. Although the

input matrices of the chain are sparse, the intermediate matrices, which are the result matrices of

multiplying two or more matrices, may be very dense. Therefore, matrix-matrix multiplication is

also costly, especially when the matrix sizes are large and the intermediate matrices are dense.

To efficiently multiply two matrices, Gustavson et al. [26] introduced a sequential method based

on the widely used compressed sparse row (CSR) data structure. However, it faces challenges in

fully leveraging the computational capabilities of multi-core processors. To address this limitation,

Patway et al. [47] extended the approach to multi-core processors by exploring partitioning schemes.

Nonetheless, this extension comes with its own set of limitations. Specifically, the partition schemes

for the two input matrices are different, as one uses row partitions and the other uses column

partitions, so it necessitates the different storage formats of the matrices, which causes format

transformation when dealing with a chain of matrices. When writing the output matrix, a thread

responsible for writing the 𝑖-th row to memory must wait for all other threads handling rows up to

the (𝑖-1)-th row to complete their operations, leading to synchronization issues. Thus, it is desirable

to develop faster matrix-matrix multiplication algorithms.

Our technical contributions. To enable efficient SMCM, we aim to develop efficient algorithms

by optimizing matrix sparsity estimation, matrix chain ordering, and matrix chain multiplication.

We first propose a novel matrix sparsity estimation method, called row-wise sparsity estimator
(RS-estimator), for estimating the result matrix sparsity of two input matrices, by leveraging

the structural information of the matrices. Different from existing estimators that analyze entire

matrices, RS-estimator focuses on individual matrix rows, specifically targeting the row-based

structural characteristics within the left matrix of the two input matrices. Contrastingly, both

MetaAC and Density-map neglect row-wise sparsity. MetaAC relies on the sparsity of input matrices,

while Density-map partitions input matrices into smaller blocks, using their sparsity to estimate

corresponding block sparsity in the output matrix. Besides, Layered-graph assigns 𝑟 -length vectors,
randomly drawn from an exponential distribution with 𝜆 = 1, to all leaf nodes and propagates

them upward through the layered graph to estimate the sparsity. On the one hand, MNC employs

the numbers of non-zero elements in each row and column to estimate the number of non-zero

elements in the output matrix, subsequently calculating the overall sparsity directly. However, it

does not explicitly compute the row-wise sparsity (i.e., the ratio of non-zero elements in each row).

In comparison, our RS-estimator directly utilizes input matrix row-wise sparsity to estimate the

corresponding row-wise sparsity in the output matrix, eliminating the need for counting non-zero
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elements in each column. This not only facilitates extracting valuable structural insights but also

enhances parallelization by allowing independent processing of each row. We further analyze the

accuracy of RS-estimator and theoretically quantify the absolute error gap between the estimated

sparsity and the exact sparsity.

Based on the RS-estimator, we develop a method for estimating the sparsity of the result

matrix by multiplying a chain of matrices and also propose a dynamic programming algorithm to

determine a good order for SMCM. To accelerate matrix chain multiplication with a given order,

we propose a novel parallel matrix multiplication algorithm, which uses the sparse adjacent list

data structure to represent the sparse matrix. Since the sparse adjacent list independently stores

rows of the matrix, we can easily perform computation in parallel, by using individual threads’

independent cache management to efficiently reduce contention during multi-threaded memory

allocation and synchronization costs.

We have conducted experiments by multiplying various large sparse matrices extracted from

five real-world large graph datasets, and the results demonstrate the effectiveness and efficiency

of our proposed methods. In particular, the accuracy of our RS-estimator is much higher than

those of existing sparsity estimators, and our SMCM algorithm is up to three orders of magnitude

faster than the state-of-the-art approaches. Furthermore, we have demonstrated the utility of our

algorithms in real applications.

Outline.We review related work in Section 2, formally introduce the SMCM problem in Section

3, and present our proposed RS-estimator along with theoretical analysis in Section 4. Our parallel

SMCM algorithm is described in Section 5. Experimental results are reported in Section 6, and we

conclude in Section 7.

2 RELATEDWORK
In this section, we review the related work of sparsity estimators for multiplying two matrices and

sparse matrix multiplication.

• Sparsity estimator of multiplying two matrices. To accurately estimate the sparsity of

multiplying two matrices, a few estimators have been proposed [4, 12, 32, 53, 64]. Boehm et al. [4]

introduced MetaAC. It operates under the assumption of uniformly distributedmatrices and estimates

output sparsity by calculating the probability of an element being non-zero. Leveraging similar

propagation techniques as MetaAC, Sparso et al. [50] identified structural properties exploitable by

subsequent data-dependent operations, including considerations related to symmetric, triangular,

and diagonal matrices. Cohen [12] introduced Layered-graph, a graph-based method estimating

the number of non-zero elements by transforming a matrix chain multiplication into a layered

graph. Kernert et al. [32] introduced the Density-map method, which involves decomposing input

matrices into individual blocks to estimate the sparsity. Yu et al. [64] presented a sampling-based

approach that calculates the maximum inner product value of columns and rows from samples to

determine the sparsity of the output matrix. Sommer et al. [53] introduced MNC, a novel estimator

for matrix product chains using matrix non-zero count sketch, providing valuable insights into the

matrix data structure.

Nevertheless, the estimators above have severe limitations. MetaAC relies on the assumption of

uniformity and independence across the entire matrix structure, which is often not met in practice.

The sampling-based method is suitable only for multiplying two matrices, so it is not suitable for

the SMCM problem. When dealing with SMCM, MNC faces challenges in accurately estimating the

exact number of non-zero elements, particularly when the largest elements in MNC sketch exceed

one. Moreover, MetaAC does not provide any theoretical guarantee on the accuracy, while the

sampling-based estimator only offers lower bounds of accuracy. Hence, they do not offer a strong

theoretical guarantee.
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• Sparse matrix multiplication. We review the works of sparse matrix-matrix multiplication

and SMCM respectively. The former one is to multiply two sparse matrices A and B. Gustavson
[26] introduced an algorithm with time complexity proportional to two key factors: the number of

non-zero elements in matrix A and matrix B. When attempting parallelization, this algorithm faces

a significant challenge due to the synchronization bottleneck associated with CSR matrices [26, 40].

Patwary et al. [47] expanded upon Gustavson’s algorithm to facilitate parallelization on CPUs by

partitioning matrix B based on its columns. However, this approach introduces format conversion

overhead since the two input matrices are stored in different formats, further exacerbating the

synchronization bottleneck. A similar approach is employed by MATLAB, which processes one

column of the result matrix at a time. MATLAB utilizes a dense vector containing values, indices,

and valid flags for accumulating sparse partial results [23]. Buluc and Gilbert tackled the scenario of

hyperspace matrices, where the number of non-zero elements is less than the number of columns or

rows [6]. Besides, the problem has been studied on various hardware architectures, encompassing

GPUs [15, 35, 44, 61], FPGAs [39], ASICs [28, 46, 54], heterogeneous setups [41], and distributed

platforms [1, 16, 38].

Although these approaches have demonstrated effectiveness in some applications, they do not

specifically target the SMCM which involves a chain of matrices. Recently, people have developed

some SMCM algorithms, which often involve two phases of matrix chain ordering and matrix

chain multiplication. Chikalov et al. [10] introduced a method for sequential order optimization of

matrix chain multiplication by considering various cost functions. Myung et al. [42] implemented

SMCM on the MapReduce platform, which represents matrices as (row, column, value) records

and translates multiplication into database-style joins. Biswas et al. [3] proposed a GPU-based

approach for SMCM, focusing on optimizing memory coalescing within the device. Nevertheless,

as mentioned before, there are still many issues in both matrix chain ordering and matrix chain

multiplication, calling for faster SMCM algorithms.

3 PRELIMINARIES
In this section, we first formally introduce the SMCM problem and then introduce the basic

knowledge of matrix-matrix multiplication.

3.1 Problem definition
In this paper, we use bold uppercase letters (e.g., A) to represent matrices. The size of a matrix is

the number of rows by the number of columns. Given a matrix A, the 𝑖-th row of A is denoted by

A[𝑖, ∗], the 𝑗-th column is denoted by A[∗, 𝑗], and the element in the 𝑖-th row and 𝑗-th column is

denoted by A[𝑖, 𝑗]. The numbers of non-zero elements in a matrix A and one row of A are denoted

by 𝑛𝑛𝑧 (A) and 𝑛𝑛𝑧 (A[𝑖, ∗]) respectively. The frequently used notations are summarized in Table 2.

A matrix is generally called a sparse matrix if most of the elements are zero. Note that there is

no standard definition of sparse matrix in the literature. The number of non-zero elements in the

matrix reflects its sparsity, and the sparsity of A is often defined as 𝜌 (A) = 𝑛𝑛𝑧 (A)
𝑚 ·𝑛 , where the size

of A is𝑚 × 𝑛.

Problem 1 (SMCM [12, 32]). Given a chain of sparse matrices A1, A2, · · · , Ap, where Ai’s size is
𝑛 (𝑖−1) × 𝑛𝑖 and 𝑝 ≥ 3 (1 ≤ 𝑖 ≤ 𝑝), compute the output matrix O = A1 × A2 × · · · × Ap.

For example, in Figure 1, the goal is to multiply three sparse matrices A1, A2, and A3, and the

output matrix is O.
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Table 2. Notations and meaning.

Notation Meaning
A[𝑖, ∗] The 𝑖-th row in matrix A
A[∗, 𝑗] The 𝑗-th column in matrix A
A[𝑖, 𝑗] The element with index (𝑖, 𝑗) in matrix A
𝑛𝑛𝑧 (A) The number of non-zero elements in matrix A

𝑛𝑛𝑧 (A[𝑖, ∗]) The number of non-zero elements in a row A[𝑖, ∗]
𝜌 (A) The sparsity of matrix A, i.e., 𝜌 (A) = 𝑛𝑛𝑧 (A)

𝑚 ·𝑛
Ai,j The result matrix of Ai × Ai+1 · · · × Aj

𝜂 (A, 𝑖) The row-wise sparsity of a row A[𝑖, ∗] in matrix A
r(A) The row-wise sparsity vector of matrix A

3.2 Matrix-matrix multiplication
To multiply two matrices A and B, there are four methods to access the matrices [22]: row-by-

column (inner product), column-by-row (outer product), row-by-row (row-wise product), and

column-by-column (column-wise product), as shown in Table 3.

Table 3. Four methods of computing O = A × B.

Method Calculation formula
Inner product O[𝑖, 𝑗] = ∑𝑛

𝑘=1
A[𝑖, 𝑘] · B[𝑘, 𝑗]

Outer product O =
∑𝑛
𝑘=1

A[∗, 𝑘] · B[𝑘, ∗]
Row-wise product O[𝑖, ∗] = ∑𝑛

𝑘=1
A[𝑖, 𝑘] · B[𝑘, ∗]

Column-wise product O[∗, 𝑗] = ∑𝑛
𝑘=1

A[∗, 𝑘] · B[𝑘, 𝑗]

Although the inner product is frequently used in textbooks, the row- and column-wise products

[26] are more efficient for parallel computing since the computations for rows and columns are

independent of each other. Besides, in contrast to inner and outer products, the row- and column-

wise products allow us to use the same format for the input matrices and output matrix since

SMCM requires a consistent format of the inputs and outputs [54]. Thus, in this work, we use the

row-wise product.

In the row-wise product, each element A[𝑖, 𝑘] of A is multiplied with each element B[𝑘, 𝑗] in the

𝑘-th row of B, and the result A[𝑖, 𝑘] · B[𝑘, 𝑗] will be accumulated into the element O[𝑖, 𝑗] of output
matrix O.

Example 1. Figure 3 shows the process of running row-wise product for A × B, where A has four
elements A[1, 1], A[1, 2], A[2, 1], and A[2, 2]. For A[1, 1] and A[2, 1], they need to multiply with
the 1-st row of B, respectively. For A[1, 2] and A[2, 2], it needs to multiply with the 2-nd row of B,
respectively. Finally, we accumulate the results and get the output matrix O.

A seminal feature of the row-wise product is that each row O[𝑖, ∗] of the output matrix O depends

only on the 𝑖-th row A[𝑖, ∗] of A, and is independent of any other row of A. In other words, it

accesses both input matrices and the output matrix in row-major order, thereby enabling fast

concurrent processing of different rows across distinct CPU threads without the need for locking

operations. In Example 1, we can schedule two CPU threads such that each thread processes the

multiplication of all the elements in one row of A.
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Fig. 3. Illustrating the row-wise product for A × B.

4 SPARSITY ESTIMATION
As aforementioned, the order of executing the matrix multiplication has a significant effect on the

SMCM efficiency. Determining the optimal order is non-trivial since the number of possible orders

is exponentially large [36]. Fortunately, there is a classic dynamic programming algorithm [14, 24]

for computing the optimal order. Specifically, denote by Ai,j the result matrix of Ai ×Ai+1 × · · · ×Aj,

where 1 ≤ 𝑖 ≤ 𝑗 . Then, the minimum cost of computing Ai,j is

𝑐𝑜𝑠𝑡 (Ai,j) = min

𝑖≤𝑘< 𝑗

{
𝑐𝑜𝑠𝑡 (Ai,k) + 𝑐𝑜𝑠𝑡 (Ak+1,j) + 𝑐𝑜𝑠𝑡 (Ai,k × Ak+1,j)

}
, (1)

where 𝑐𝑜𝑠𝑡 (Ai,k × Ak+1,j) represents the cost of multiplying two intermediate matrices Ai,k and

Ak+1,j. Note that 𝑐𝑜𝑠𝑡 (Ai,i) = 0.

When the input matrices are full or dense, we can simply let 𝑐𝑜𝑠𝑡 (Ai,k × Ak+1,j) = 𝑛 (𝑖−1) · 𝑛𝑘 · 𝑛 𝑗 .

However, for sparse matrices, since most of the elements are zero and their multiplications can

be skipped, 𝑐𝑜𝑠𝑡 (Ai,k × Ak+1,j) may be much smaller than 𝑛 (𝑖−1) · 𝑛𝑘 · 𝑛 𝑗 . As a result, we cannot

directly let 𝑐𝑜𝑠𝑡 (Ai,k ×Ak+1,j) be 𝑛 (𝑖−1) · 𝑛𝑘 · 𝑛 𝑗 . In the literature, existing algorithms often estimate

the value of 𝑐𝑜𝑠𝑡 (Ai,k × Ak+1,j) by designing matrix sparsity estimators.

In the following, we propose a novel sparsity estimator in Section 4.1, and further theoretically

analyze its accuracy in Section 4.2.

4.1 A row-wise sparsity estimator
To estimate the computational cost of sparse matrix-matrix multiplication, Kernert et al. [32]

designed an effective cost model for multiplying two sparse matrices, which we will also use:

Definition 1 (Cost model [32]). Let A and B be two sparse matrices with sizes 𝑚 × 𝑛 and 𝑛 × 𝑙
respectively. The cost of computing O = A × B can be modeled by

𝑐𝑜𝑠𝑡 (A × B) ≈ 𝛼

(
𝑚 · 𝑛 · 𝜌 (A)

)
︸           ︷︷           ︸

𝑛𝑛𝑧 (A)

+𝛽
(
𝑚 · 𝑛 · 𝜌 (A) · 𝑙 · 𝜌 (B)

)
︸                        ︷︷                        ︸

𝑁𝑜𝑝

+𝛾
(
𝑚 · 𝑙 · 𝜌 (O)

)
︸           ︷︷           ︸

𝑛𝑛𝑧 (O)

,

(2)

where the coefficients𝛼 , 𝛽 , and𝛾 are constant values associated with hardware read and write operations
during matrix multiplication, and 𝜌 (O) indicates the estimated sparsity of O.𝑁𝑜𝑝 denotes the estimated
number of numerical multiplication calculations, and 𝑛𝑛𝑧 (O) denotes the estimated count of non-zero
elements in O.

From Equation (2), we see that accurately estimating the sparsity of the result matrix O, 𝜌 (O),
plays a pivotal role in estimating the cost of sparse matrix-matrix multiplication.
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In the following, we propose a row-wise sparsity estimator, also called RS-estimator, for
estimating 𝜌 (O), where O is the output matrix of multiplying two sparse matrices A and B. We

first introduce a widely used assumption in sparse matrix multiplication [12]. Given the potential

presence of negative values within the matrix, certain computations may yield zero as a result

of the cancellation of positive and negative values. In the context of matrix multiplication, these

elements are considered non-zero, as they still entail a computational overhead in their acquisition.

Assumption 1. In sparse matrix multiplication, zero elements do not arise during the element
aggregation process [12].

Then we put forth a novel assumption for sparsity estimation.

Assumption 2. All the matrices satisfy the following properties:
(1) The locations of non-zero elements are randomly and independently distributed across the rows

and columns;
(2) Within any given row, all non-zero elements exhibit a uniform and independent distribution;
(3) The probability of an element being a non-zero element is directly proportional to the sparsity of

the row in which it is situated.

Our RS-estimator is mainly grounded in these two key assumptions, which have been substan-

tiated through subsequent experiments. To leverage the structural information within matrices, we

introduce the concept of row-wise sparsity.

Definition 2 (Row-wise sparsity). Given an 𝑚 × 𝑛 matrix A, the row-wise sparsity of the 𝑖-th
(1 ≤ 𝑖 ≤ 𝑚) row is defined as

𝜂 (A, 𝑖) = 𝑛𝑛𝑧 (A[𝑖, ∗])
𝑛

. (3)

By considering the row-wise sparsity of all the rows in A, we then obtain a row-wise sparsity
vector of A

r(A) = (𝜂 (A, 1), 𝜂 (A, 2), · · · , 𝜂 (A,𝑚)) . (4)

Table 4. Illustrating sparsity and row-wise sparsity.

A1 A2 A3 O
Matrix sparsity 0.25 0.5 0.5 0.5

Row-wise sparsity vector (0, 0.5) (0.5, 0.5) (0, 1) (0, 1)

Example 2. Table 4 reports the sparsity and row-wise sparsity vectors of the four matrices in Figure 1.
For instance, the row-wise sparsity vector of A1 is (0, 0.5), and the sparsity of A1 is (0 + 0.5)/2 = 0.25.
Clearly, the overall matrix sparsity is actually the mean value of the row-wise sparsity of all rows.

Given a matrix-matrix multiplication O = A × B where the sizes of A and B are 𝑚 × 𝑛 and

𝑛 × 𝑙 respectively, we extend the sparsity analysis from the entire matrix to row-wise sparsity.

Leveraging Lemma 4.1 in [32], our RS-estimator estimates the row-wise sparsity of O by Lemma

1.

Lemma 1. The row-wise sparsity of the 𝑖-th row of matrix O = A × B, 𝜂 (O, 𝑖), can be estimated as
follows:

𝜂 (O, 𝑖) =
{
0, if 𝜂 (A, 𝑖) = 0;

1 −∏A[𝑖,𝑘 ]≠0

(
1 − 𝜂 (B, 𝑘)

)
, otherwise,

(5)

where 𝑖 ∈ [1,𝑚] and 𝑘 ∈ [1, 𝑛].
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The proof of Lemma 1 aligns with Lemma 4.1 in [32]; therefore, we omit it.

Example 3. In Figure 1, let A1,2 = A1 × A2. Then, we know that 𝜂 (A1,2, 1) = 0 and 𝜂 (A1,2, 2) = 0.5.
We can use Lemma 1 to estimate their values, i.e., 𝜂 (A1,2, 1) = 0, and 𝜂 (A1,2, 2) = 1 - (1 - 0.5) = 0.5.

Algorithm 1 summarizes the steps of our RS-estimator. Given input matrices A and B, we
first compute the row-wise sparsity vector of B (line 1). Then, we initialize �̂� (O) (line 2). Next, for
each row in O, we compute its row-wise sparsity using Lemma 1. Specifically, 𝜂 (O, 𝑖) relies on the

non-zero elements in row A[𝑖, ∗], and the variable 𝑡𝑒𝑚𝑝 is used to compute 𝜂 (O, 𝑖) (lines 3-7). This
process can be efficiently parallelized as each 𝜂 (O, 𝑖) is independent.

Algorithm 1: RS-estimator
Input: two sparse matrices A and B
Output: the estimated row-wise sparsity vector of O=A×B

1 compute r(B) ← (𝜂 (B, 1), 𝜂 (B, 2), · · · , 𝜂 (B, 𝑛));
2 initialize a vector r̂(O) ← 0;
3 for each row A[𝑖, ∗] ∈ A in parallel do
4 𝑡𝑒𝑚𝑝 ← 1;

5 for each non-zero element A[𝑖, 𝑘] ∈ A[𝑖, ∗] do
6 𝑡𝑒𝑚𝑝 ← 𝑡𝑒𝑚𝑝 · (1 − 𝜂 (B, 𝑘));
7 𝜂 (O, 𝑖) ← 1 − 𝑡𝑒𝑚𝑝 ;

8 return r̂(O) = (𝜂 (O, 1), 𝜂 (O, 2), · · · , 𝜂 (O,𝑚));

Time complexity. The time cost of Algorithm 1 is O(𝑛𝑛𝑧 (A)), as it processes the non-zero
elements in matrix A and matches them with the respective row-wise sparsity in r(B).

4.2 Theoretical analysis for RS-estimator
We now theoretically analyze the accuracy of RS-estimator by considering the gap between

𝜂 (O, 𝑖) and 𝜂 (O, 𝑖). When 𝜂 (A, 𝑖) = 0, then 𝜂 (O, 𝑖) = 𝜂 (O, 𝑖) = 0. For the case that 𝜂 (A, 𝑖) ≠ 0, we

can derive the lower and upper bounds of 𝜂 (O, 𝑖) and 𝜂 (O, 𝑖) as follows.
Lemma 2. Given O = A × B, if 𝜂 (A, 𝑖) ≠ 0, then the lower and upper bounds of 𝜂 (O, 𝑖) can be stated
by

max

A[𝑖,𝑘 ]≠0

{
𝜂 (B, 𝑘)

}
≤ 𝜂 (O, 𝑖) ≤ min

{
1,

∑︁
A[𝑖,𝑘 ]≠0

𝜂 (B, 𝑘)
}
, (6)

where 𝑖 ∈ [1,𝑚] and 𝑘 ∈ [1, 𝑛].
Proof. According to the definition of row-wise product, 𝜂 (O, 𝑖) = 1

𝑙
·𝑛𝑛𝑧 (O[𝑖, ∗]). We can further

derive

𝜂 (O, 𝑖) ≥ 1

𝑙
· max

A[𝑖,𝑘 ]≠0

{
𝑛𝑛𝑧 (B[𝑘, ∗])

}
= max

A[𝑖,𝑘 ]≠0

{
𝜂 (B, 𝑘)

}
,

𝜂 (O, 𝑖) ≤ 1

𝑙
·min

{
𝑙,

∑︁
A[𝑖,𝑘 ]≠0

𝑛𝑛𝑧 (B[𝑘, ∗])
}

= min

{
1,

∑︁
A[𝑖,𝑘 ]≠0

𝜂 (B, 𝑘)
}
.

(7)
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Therefore, the lemma holds. □

Before showing the upper and lower bounds of 𝜂 (O, 𝑖), we introduce an auxiliary function as

follows.

Lemma 3. Let 𝑓 (𝑥1, 𝑥2, · · · , 𝑥𝑛) =
𝑛∑︁
𝑖=1

𝑥𝑖 +
𝑛∏
𝑖=1

(
1 − 𝑥𝑖

)
− 1. (8)

Then, 𝑓 (𝑥1, 𝑥2, · · · , 𝑥𝑛) is a non-decreasing function if 0 ≤ 𝑥𝑖 ≤ 1 for all 𝑖 ∈ [1, 𝑛].

Proof. The partial derivative of 𝑓 with respect to each 𝑥𝑘 is computed as follows:

𝜕𝑓

𝜕𝑥𝑘
= 1 −

∏
𝑖≠𝑘

(
1 − 𝑥𝑖

)
≥ 0. (9)

Hence, 𝑓 (𝑥1, 𝑥2, · · · , 𝑥𝑛) is a non-decreasing function. □

Since 𝑓 (𝑥1, 𝑥2, · · · , 𝑥𝑛) is a non-decreasing function, it achieves the minimum value 0 when 𝑥𝑖 =

0 for all 𝑖 ∈ [1, 𝑛].

Lemma 4. The lower and upper bounds of 𝜂 (O, 𝑖) in Lemma 2 can also be applied for 𝜂 (O, 𝑖), i.e.,
they can share identical bounds.

Proof. We sequentially prove that the lower and upper bounds of 𝜂 (O, 𝑖) can be applied to

𝜂 (O, 𝑖).
Lower bound: From Equation (5), we can easily see that with the increase of 𝜂 (A, 𝑖), the value of

𝜂 (O, 𝑖) = 1−∏A[𝑖,𝑘 ]≠0 (1 − 𝜂 (B, 𝑘)) never decreases. Hence, 𝜂 (O, 𝑖) ≥ maxA[𝑖,𝑘 ]≠0 {𝜂 (B, 𝑘)}, which
is the same as the lower bound of 𝜂 (O, 𝑖) stated by Lemma 2.

Upper bound: Obviously, 𝜂 (O, 𝑖) ≤ 1, since the value of row-wise sparsity is always at most 1.

Besides, in Lemma 3, if let 𝑥𝑘 = 𝜂 (B, 𝑘), then we have:∑︁
A[𝑖,𝑘 ]≠0

𝜂 (B, 𝑘) +
∏

A[𝑖,𝑘 ]≠0

(
1 − 𝜂 (B, 𝑘)

)
− 1 ≥ 0. (10)

By Equation (5), we have ∑︁
A[𝑖,𝑘 ]≠0

𝜂 (B, 𝑘) − 𝜂 (O, 𝑖) ≥ 0. (11)

Therefore, we conclude 𝜂 (O, 𝑖) ≤ min

{
1,
∑

A[𝑖,𝑘 ]≠0 𝜂 (B, 𝑘)
}
, which is the same as the upper

bound of 𝜂 (O, 𝑖) stated by Lemma 2. Hence, Lemma 4 holds. □

Next, we delve into the error analysis concerning the estimated row-wise sparsity of the output

matrix compared to its exact value. For each estimated row-wise sparsity 𝜂 (O, 𝑖) of 𝑖-th row in the

output matrix O, its absolute error 𝜖 (O, 𝑖) = |𝜂 (O, 𝑖) − 𝜂 (O, 𝑖) | can be determined using the follow

theorem.

Theorem 1. Given O = A × B, we have

𝜖 (O, 𝑖) <
{
𝑒−1, if 𝜂 (O, 𝑖) > 𝜂 (O, 𝑖);
1, otherwise.

(12)
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Proof. We prove the two cases sequentially.

Case I: 𝜂 (O, 𝑖) > 𝜂 (O, 𝑖). The absolute error 𝜖 (O, 𝑖) of row O[𝑖, ∗] is less than the function 𝑔 as

follows:

𝑔 = min

{
1,

∑︁
A[𝑖,𝑘 ]≠0

𝜂 (B, 𝑘)
}
− 1 +

∏
A[𝑖,𝑘 ]≠0

(
1 − 𝜂 (B, 𝑘)

)
.

(13)

Then, the partial derivative of 𝑔 with respect to each 𝜂 (B, 𝑥) is

𝜕𝑔

𝜕𝜂 (B, 𝑥) =

1 −∏A[𝑖,𝑘 ]≠0∧𝑘≠𝑥

(
1 − 𝜂 (B, 𝑘)

)
, if

∑
A[𝑖,𝑘 ]≠0 𝜂 (B, 𝑘) ≤ 1;

−∏A[𝑖,𝑘 ]≠0∧𝑘≠𝑥

(
1 − 𝜂 (B, 𝑘)

)
, otherwise.

(14)

Thus, to maximize 𝑔, it necessitates
∑

A[𝑖,𝑘 ]≠0 𝜂 (B, 𝑘) ≥ 1. Utilizing the Lagrange multipliers

method, we obtain that 𝑔 attains its maximum, when 𝜂 (B, 𝑘) = 1

𝑛𝑛𝑧 (A[𝑖,∗]) , where 𝑛𝑛𝑧 (A[𝑖, ∗]) ≠ 0.

Consequently, 𝑔 satisfies the following equation:

𝑔 < lim

𝑛𝑛𝑧 (A[𝑖,∗])→∞

(
1 − 1

𝑛𝑛𝑧 (A[𝑖, ∗])

)𝑛𝑛𝑧 (A[𝑖,∗])
= 𝑒−1 . (15)

Case II: 𝜂 (O, 𝑖) ≤ 𝜂 (O, 𝑖).We consider the densest row of matrix B corresponding to non-zero

elements in row A[𝑖, ∗] of A, and denote it as the 𝑘 ′-th row, where 𝑘 ′ = argmaxA[𝑖,𝑘 ]≠0 {𝜂 (B, 𝑘)}.
According to Lemma 4, the absolute error 𝜖 (O, 𝑖) is less than the functionℎwhich can be described

as:

ℎ = 1 −
∏

A[𝑖,𝑘 ]≠0

(
1 − 𝜂 (B, 𝑘)

)
− 𝜂 (B, 𝑘 ′). (16)

The partial derivative of ℎ for each 𝜂 (B, 𝑥) is computing as follows:

𝜕ℎ

𝜕𝜂 (B, 𝑥) =
{∏

A[𝑖,𝑘 ]≠0∧𝑘≠𝑥 (1 − 𝜂 (B, 𝑘)), if 𝑥 ≠ 𝑘 ′;∏
A[𝑖,𝑘 ]≠0∧𝑘≠𝑥 (1 − 𝜂 (B, 𝑘)) − 1, otherwise.

(17)

The function ℎ exhibits monotonic growth as 𝜂 (B, 𝑘 ′) decreases or 𝜂 (B, 𝑥) increases since 0 <∏
A[𝑖,𝑘 ]≠0∧𝑘≠𝑥 (1 − 𝜂 (B, 𝑘)) < 1. Besides, ℎ monotonically increases as 𝜂 (A, 𝑖) increases. Therefore,

the maximum of ℎ occurs when 𝜂 (A, 𝑖) = 1 and 𝜂 (B, 𝑘 ′) = 𝜂 (B, 𝑘) for 𝑘 = 1, · · · , 𝑛. Applying the

Lagrange multipliers method, ℎ attains its maximum when 𝜂 (B, 𝑘) = 1 − 𝑛 1

1−𝑛 . Conclusively, we

have

ℎ < lim

𝑛→∞

(
𝑛

1

1−𝑛 − 𝑛 𝑛
1−𝑛

)
= 1. (18)

Therefore, the theorem holds. □

In addition, RS-estimator is able to estimate the exact row-wise sparsity of the output matrix

O when the input matrices A and B satisfy some conditions, as stated by Lemma 5.

Lemma 5. Given O=A×B, if any of the following conditions is met,
(1) there is at most one non-zero element in the 𝑖-th row of matrix A, i.e., 𝜂 (A, 𝑖) ≤ 1

𝑚
[53],

(2) there is one non-zero element A[𝑖, 𝑘] of the 𝑖-th row of matrix A and its corresponding 𝑘-th row
of B having 𝜂 (B, 𝑘) = 1,

then we can claim 𝜂 (O, 𝑖) = 𝜂 (O, 𝑖).

Proof. The proof of condition (1) is presented in Theorem 3.1 in [53]. For condition (2), if there

is one non-zero element A[𝑖, 𝑘] in A[𝑖, ∗] whose corresponding row in B is full, then the row O[𝑖, ∗]
is full, i.e., 𝜂 (O, 𝑖) = 1. By applying Equation (5) again, we can claim 𝜂 (O, 𝑖) = 1 − 0 = 1 = 𝜂 (O, 𝑖).
Conclusively, the lemma holds. □
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Fig. 4. An attempt to use RS-estimator to estimate the row-wise sparsity vector of A1,3 = (A1 × A2) × A3
in Figure 1.

Fig. 5. Estimating the row-wise sparsity vector of A1,3 = A1 × (A2 × A3).

Unlike existing estimators [4, 32, 53, 64] which often estimate the sparsity of the whole matrix,

RS-estimator focuses on estimating the row-wise sparsity. In other words, existing estimators

produce coarse-grained estimated results, while our RS-estimator offers a more fine-grained

sparsity, so our estimated results tend to be more accurate. Moreover, we provide a vigorous

theoretical analysis of the accuracy, by proving both the lower and upper bounds of the gap

between ground-truth sparsity and estimated sparsity. In addition, as shown in Algorithm 1, the

estimation process of RS-estimator is efficient, since it can be easily parallelized.

5 OUR SMCM ALGORITHM
In this section, we first present the ordering algorithm for performing SMCM, then propose a

parallel algorithm for matrix-matrix multiplication, and finally present our overall SMCM algorithm.

5.1 Matrix chain ordering
Recall that RS-estimator only estimates the sparsity of the output matrix by multiplying two

sparse matrices. We now extend it to the case of multiplying a chain of matrices. Given a chain of

𝑝 matrices, there are 𝑝 · (𝑝 + 1)/2 non-empty sub-chains in total. To derive a good order, we need

to estimate the sparsity of each sub-chain.

In existing SMCM methods, they estimate the sparsity of a sub-chain following an arbitrary

order. However, our approach necessitates estimating the sparsity of the result matrices following a

right-to-left order in the sub-chain, since RS-estimator needs the positions of non-zero elements

in the left matrix. If we attempt to use a left-to-right order to estimate the sparsity of intermediate

result matrices, we will not be able to obtain the positions of non-zero elements in the intermediate

result matrices, which serve as the left matrices later, since we do not compute the intermediate

result matrices during the estimation. Example 4 illustrates this.

Example 4. Reconsider multiplying A1 × A2 × A3 in Figure 1. Suppose we estimate the row-wise
sparsity of the output matrix of A1 ×A2 ×A3 by following the order (A1 ×A2) ×A3. Then, we can first
estimate r̂(A1,2) by RS-estimator. Afterwards, we cannot estimate the sparsity of A1,3 = A1,2 × A3,
because the positions of non-zero elements in A1,2 are unknown. Thus, the estimation cannot be done
by following a left-to-right order, as depicted in Figure 4.
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However, by using a right-to-left order A1 × (A2 × A3), we can obtain r̂(A1,3). First, we estimate
r̂(A2,3) by RS-estimator. Next, we can estimate r̂(A1,3) by using matrix A1 and r̂(A2,3), since the
positions of non-zero elements in A1 are known. Thus, the estimation can be done by using a right-to-left
order, as depicted in Figure 5.

Based on the discussions above, we propose an algorithm to estimate the sparsity of all sub-chains

generated within the SMCM process, as illustrated in Algorithm 2. Given an input matrix chain

A1, · · · ,Ap, we initialize a 3D array 𝑅 for tracking the row-wise sparsity of each sub-chain, and

a matrix Ŝ to keep the sparsity of each sub-chain (line 1). Next, we use two nested for-loops to

compute the row-wise sparsity of each sub-chain following a reverse order (lines 2-7). Specifically,

we set 𝑅 [𝑖, 𝑖] by the exact row-wise sparsity vector r(Ai) of Ai (line 3), and store the sparsity of Ai

in Ŝ[𝑖, 𝑖] (line 4). Afterwards, in the inner for-loop, we invoke Algorithm 1 to estimate the row-wise

sparsity vector r̂(Ai,j) of the sub-chain Ai,j, where the input r(Ai+1,j) is replaced by its estimated

vector 𝑅 [𝑖 + 1, 𝑗] (line 6). The sparsity of Ai,j is also derived by the mean of its estimated row-wise

sparsity vector (line 7). Finally, we return the sparsity of all sub-chains (line 8).

Algorithm 2: Sub-chain sparsity estimation

Input: a matrix chain A1, · · · ,Ap

Output: a matrix Ŝ
1 initialize a 3D array 𝑅 ← ∅, and a 𝑝 × 𝑝 matrix Ŝ← ∅;
2 for 𝑖 = 𝑝 to 1 do
3 𝑅 [𝑖, 𝑖] ← r(Ai);
4 Ŝ[𝑖, 𝑖] ← the mean of values in 𝑅 [𝑖, 𝑖];
5 for 𝑗 = 𝑝 to 𝑖 + 1 do
6 𝑅 [𝑖, 𝑗] ← RS-estimator(Ai, 𝑅 [𝑖 + 1, 𝑗]);
7 Ŝ[𝑖, 𝑗] ← the mean of values in 𝑅 [𝑖, 𝑗];

8 return Ŝ;

Example 5. Consider the SMCM of A1 × A2 × A3 in Figure 1. Following Algorithm 2, when 𝑖 = 3, we
simply initialize 𝑅 [3, 3] as r(A3) = (0, 1). When 𝑖 = 2, we first initialize 𝑅 [2, 2] as r(A2) = (0.5, 0.5), and
then estimate r̂(A2,3) = (1, 1). When 𝑖 = 1, we first initialize 𝑅 [1, 1] as r(A1) = (0, 0.5), then estimate
r̂(A1,3) = (0, 1), and finally estimate r̂(A1,2) = (0, 0.5). Similarly, we can compute the estimated sparsity
of the output matrix of each sub-chain by using 𝑅.

Based on the above discussions, we can derive a good execution order for SMCM using dynamic

programming, as outlined in Algorithm 3. The high-level idea is that to derive a good order for

multiplying a chain of input matrices, we compute the estimated multiplication cost of all the

possible sub-chains, and then parenthesize the sub-chains such that the overall cost is minimized.

Recall that Ŝ is a 𝑝 × 𝑝 matrix, where Ŝ[𝑖, 𝑗] denotes the estimated sparsity of the matrix Ai,j.

We use two auxiliary matrices, Ĉ and T, to facilitate the computation of a good order. Specifically,

Ĉ[𝑖, 𝑗] stores the minimal cost of the sub-chain matrix multiplication Ai,j = Ai,k × Ak+1,j, and
T[𝑖, 𝑗] records the dividing index 𝑘 . According to Equation (2), the cost 𝑐𝑜𝑠𝑡 (Ai,k × Ak+1,j) can be

calculated via the sparsity Ŝ[𝑖, 𝑘], Ŝ[𝑘 + 1, 𝑗] and Ŝ[𝑖, 𝑗] (lines 7). Subsequently, the current cost
𝑡𝑘 with dividing index 𝑘 is computed with the optimal time of corresponding sub-chain matrix

multiplication (lines 8). The estimated minimal cost for multiplying each matrix sub-chain is kept
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Algorithm 3: SMCM ordering

Input: a matrix chain A1, · · · ,Ap and a 𝑝 × 𝑝 matrix Ŝ
Output: an order Ψ to execute A1 × A2 × · · ·Ap

1 initialize two matrices, Ĉ and T, whose sizes are 𝑝 × 𝑝;
2 for 𝑙 = 1 to 𝑝 − 1 do
3 for 𝑖 = 1 to 𝑝 − 𝑙 do
4 𝑗 ← 𝑖 + 𝑙 ;
5 Ĉ[𝑖, 𝑗] ← +∞;
6 for 𝑘 = 𝑖 to 𝑗 − 1 do
7 compute 𝑐𝑜𝑠𝑡 (Ai,k × Ak+1,j) using Ŝ with Eq. (2);

8 𝑡𝑘 ← Ĉ[𝑖, 𝑘] + Ĉ[𝑘 + 1, 𝑗] + 𝑐𝑜𝑠𝑡 (Ai,k × Ak+1,j);
9 if 𝑡𝑘 < Ĉ[𝑖, 𝑗] then
10 Ĉ[𝑘 + 1, 𝑗] ← 𝑡𝑘 ;

11 T[𝑖, 𝑗] ← 𝑘 ;

12 compute the order Ψ through T ;

13 return Ψ;

in Ĉ while the corresponding dividing index is recorded in T (lines 10-11). Finally, the order Ψ is

derived from T (line 12).

Time complexity. Algorithm 2 takes O(∑𝑖 ((𝑝 − 𝑖) · 𝑛𝑛𝑧 (Ai)
+𝑛𝑖−1)) time to compute the sparsity of the output matrix of each sub-chain. Algorithm 3 completes

in O(𝑝3) time, since it uses three nested for-loop in the dynamic programming process.

5.2 Parallel sparse matrix-matrix multiplication
We first discuss the data structure for sparse matrices and then present a parallel algorithm for

sparse matrix-matrix multiplication.

• Data structures for the sparse matrix. The Compressed Sparse Row (CSR) format is widely

used employed in both sequential [26] and parallel [5, 9, 15, 35, 67] sparse matrix multiplication to

reduce the space cost. CSR comprises a list 𝑒𝑙 storing non-zero elements as (𝑐𝑜𝑙, 𝑣𝑎𝑙) pairs row by

row and an array 𝑟𝑜𝑤 indicating the index in 𝑒𝑙 of the first non-zero element of each row. Figures

6(a) and (b) show a sparse matrix and its CSR representation, respectively.

Fig. 6. CSR and sparse adjacent list for a matrix.

While the CSR format saves much space, it is not friendly for parallel multiplication, because

during the parallel computation, when a thread is writing the 𝑖-th row of the output matrix to

memory, it has to wait until all the other threads that are writing rows with indices less than 𝑖 are

Proc. ACM Manag. Data, Vol. 2, No. N3 (SIGMOD), Article 156. Publication date: June 2024.



156:16 Chunxu Lin et al.

done [26, 40]. This issue is even prominent in the SMCM since it generates many intermediate

matrices. To address synchronization issues, we utilize the sparse adjacent list [49]. For an𝑚 × 𝑛
sparse matrix A, the sparse adjacent list, denoted as 𝑙𝑖𝑠𝑡 , consists of𝑚 entries. Each 𝑙𝑖𝑠𝑡 [𝑖] points to
an array 𝑎𝑟𝑟 [𝑖] storing non-zero elements in the 𝑖-th row of A, where each element is represented as

a (𝑐𝑜𝑙, 𝑣𝑎𝑙) pair. Figure 6(c) depicts the sparse adjacent list for the matrix in Figure 6(a). This efficient

representation allows parallel processing on multiple CPU cores, with each thread independently

handling a row without synchronization.

• A parallel algorithm for sparse matrix-matrix multiplication. Algorithm 4 presents

our proposed algorithm, where the input two sparse matrices are represented by sparse adjacent

lists. Specifically, to gather all the rows of the output matrix O = A × B, we use three arrays: 𝐹 , 𝐶 ,
and 𝑉 , each of size 𝑙 (line 3). Particularly, 𝐹 tracks whether non-zero columns have been visited

or not, where the initial values are false denoting not visited, 𝐶 records the indices of columns

with non-zero elements, and 𝑉 stores the result values of multiplying non-zero elements (line 4).

We also use a variable 𝑐𝑜𝑢𝑛𝑡 to keep track of the number of non-zero elements (line 5). We then

complete the multiplication by two nested for-loops and parallize the outer for-loop using multiple

threads (lines 6-13). During the multiplication process, if the 𝑗-th column has not been visited, we

update 𝐹 [ 𝑗] to be 𝑡𝑟𝑢𝑒 , insert 𝑗 into 𝐶 [𝑐𝑜𝑢𝑛𝑡], increase the value of 𝑐𝑜𝑢𝑛𝑡 by one, and compute

A[𝑖, 𝑘] · B[𝑘, 𝑗], whose result is kept in 𝑉 [ 𝑗] (lines 8-11). Otherwise, we just add A[𝑖, 𝑘] · B[𝑘, 𝑗] to
𝑉 [ 𝑗] (lines 12-13).

In the last step within each thread, we aggregate the non-zero elements from𝐶 into O[𝑖, ∗] (lines
14-15). That is, for each column index 𝑗 , if the value stored in 𝑉 [𝐶 [ 𝑗]] is non-zero, we insert a pair
consisting of the column index and value into O[𝑖, ∗].

Algorithm 4: Parallel sparse matrix-matrix multiplication

Input: two sparse matrices A and B, whose sizes are𝑚 × 𝑛 and 𝑛 × 𝑙 respectively
Output: the output matrix O

1 initialize matrix O← ∅;
2 foreach 𝑖 = 1 to𝑚 in parallel do
3 initialize three arrays, 𝐹 , 𝐶 , and 𝑉 , whose sizes are 𝑙 ;

4 initialize all elements in 𝐹 to be false;
5 initialize 𝑐𝑜𝑢𝑛𝑡 ← 1 ;

6 foreach 𝑘 ∈ {𝑘 |A[𝑖, 𝑘] ≠ 0} do
7 foreach 𝑗 ∈ { 𝑗 |B[𝑘, 𝑗] ≠ 0} do
8 if 𝐹 [ 𝑗] = 𝑓 𝑎𝑙𝑠𝑒 then
9 𝐹 [ 𝑗] ← 𝑡𝑟𝑢𝑒 , 𝐶 [𝑐𝑜𝑢𝑛𝑡] ← 𝑗 ;

10 𝑐𝑜𝑢𝑛𝑡 ← 𝑐𝑜𝑢𝑛𝑡 + 1;
11 𝑉 [ 𝑗] ← A[𝑖, 𝑘] · B[𝑘, 𝑗];
12 else
13 𝑉 [ 𝑗] ← 𝑉 [ 𝑗] + A[𝑖, 𝑘] · B[𝑘, 𝑗];

14 for 𝑗 = 1 to 𝑐𝑜𝑢𝑛𝑡 − 1 do
15 if 𝑉 [𝐶 [ 𝑗]] ≠ 0 then append (𝐶 [ 𝑗],𝑉 [𝐶 [ 𝑗]]) to O[𝑖, ∗] ;

16 return O;
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Example 6. In Figure 7, to compute O = A × B, we run Algorithm 4 with two threads. Taking the
second thread as an example, we use three arrays 𝐹2, 𝑉2, and 𝐶2 to compute the 2-nd row of O. All
elements in 𝐹2 are initialized to false. First, to compute A[2, 1] · B[1, ∗] = (0, 12), we run the following
three steps: (1) update 𝐹2 [2] to 𝑡𝑟𝑢𝑒 , (2) append the column index 2 to𝐶2, and (3) set𝑉2 [2] = 3 · 4 = 12.
To calculate A[2, 2] · B[2, ∗] = (0, 5), we just add 1 · 5 = 5 to 𝑉2 [2], as 𝐹2 [2] = 𝑡𝑟𝑢𝑒 . Finally, we build
a sparse adjacent list O[2, ∗] with an element (2, 17) using 𝐶2 and 𝑉2. The same process is applied to
the first thread.

Fig. 7. An example of computing A × B using Algorithm 4.

Time complexity. Algorithm 4 has a time complexity of O(𝑙 + 𝛿
𝑡
). Here, 𝛿 denotes the number

of numerical multiplications of A × B, and 𝑡 is the number of threads. Initialization of 𝐹 , 𝐶 and 𝑉

takes O(𝑙) time, while parallel multiplication takes O( 𝛿
𝑡
) time.

5.3 The overall SMCM algorithm
To solve the SMCM problem, we follow the SMCM order derived by our ordering algorithm and

each time we multiply two sparse matrices. Algorithm 5 presents the overall algorithm RS-estimator

based sparse Matrix chain Multiplication (RoseMM). We first estimate the sparsity of sub-chains

Ŝ by Algorithm 2 (line 1). Then, we derive a good order using Algorithm 3 (line 2). Finally, by

following the order, we apply our parallel sparse matrix-matrix multiplication algorithm to get the

final output matrix O (line 3).

Algorithm 5: RoseMM
Input: a matrix chain A1, · · · ,Ap
Output: the output matrix O = A1,p = A1 × A2 × · · · × Ap

1 compute Ŝ using Algorithm 2;

2 compute the order Ψ of SMCM using Algorithm 3 with Ŝ;
3 compute A1,p in parallel using Algorithm 4 and the order Ψ;

4 return O;
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Table 5. Datasets used in our experiments.

Dataset Vertex count Edge count Vertex types Number of SMCMs (3, 4, 5, 6, 7)
FourSquare 43.2K 405.5K 5 (32, 80, 100, 100, 100)

IMDB 471.8K 521.0K 4 (18, 36, 54, 100, 100)

DBLP 490.7K 1.1M 4 (18, 36, 54, 100, 100)

DBpedia 9.0M 31.2M 414 (100, 100, 100, 100, 100)

FreeBase 29.1M 105.6M 984 (100, 100, 100, 100, 100)

Time complexity. By considering the time cost of Algorithms 2, 3, and 4, we can conclude

that Algorithm 5 completes in O
(
1

𝑡
·
( ∑

𝑖 ((𝑝 − 𝑖)·𝑛𝑛𝑧 (Ai) + 𝑛𝑖−1) + Δ
)
+ 𝑝3 + 𝑑

)
time, where 𝑡 is

the number of threads used, 𝑑 = max{𝑛2, · · · , 𝑛𝑝 }, and Δ denotes the total number of numerical

multiplication calculations.

6 EXPERIMENTS
We now present the experimental results. We describe the setup in Section 6.1. We assess the

accuracy of sparsity estimators in Section 6.2, and evaluate the efficiency of SMCM algorithms in

Section 6.3. Section 6.4 discusses the results of some application studies.

6.1 Setup
Datasets. To simulate the SMCM process, we extract various chains of sparse matrices from five

real-world heterogeneous information networks (HINs): FourSquare
1
, IMDB

2
, DBLP

3
, DBpedia

4
,

and FreeBase
5
. Table 5 shows the statistics of each HIN. The choice of using HINs is motivated by

the inherent diversity of HINs, encompassing various types of vertices and relationships, which

contribute to the richness of matrices and, in turn, enhance the comprehensive evaluation of SMCM

algorithm generalization capabilities.

Naturally, the link relationships between two groups of vertices with different types in the

HIN form a bipartite graph or a sparse matrix. For example, DBLP includes publication records in

computer science areas, and the vertex types are authors (𝐴), papers (𝑃 ), venues (𝑉 ), and topics (𝑇 ).

The link relationships between authors and papers form a bipartite graph, which can be represented

by an adjacent matrix M(𝐴𝑃) or its transposed matrix M(𝑃𝐴). As a result, by considering a chain of

such link relationships, which corresponds to a meta-path, we can obtain the semantic relationships

between vertices by multiplying a chain of matrices. For instance, the meta-path “𝐴→𝑃→𝑇→𝑃→𝐴”

means two authors having papers sharing the same topics, and we can find all such author pairs by

M(𝐴𝑃) ×M(𝑃𝑇 ) ×M(𝑇𝑃) ×M(𝑃𝐴), where M(𝑃𝑇 ) and M(𝑇𝑃) are the adjacency matrices between

paper and topic vertices.

Sparse matrix chains. To assess the efficiency of SMCM algorithms, we generate five sets of

meta-paths, whose lengths are 3, 4, 5, 6, and 7 respectively, and each meta-path corresponds to a

matrix chain. Note that if the HIN has over 100 meta-paths with a specific length, we select the

100 meta-paths whose result matrices have the highest sparsity. Table 5 shows the numbers of

meta-paths (chains of matrices) in these five sets.

Sparsity estimators. We assess the following estimators:

1
https://sites.google.com/site/yangdingqi/home/foursquare-dataset

2
https://www.imdb.com/interfaces/

3
http://dblp.uni-trier.de/xml/

4
https://wiki.dbpedia.org/Datasets

5
http://freebase-easy.cs.uni-freiburg.de/dump/
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• MNC [53]: the state-of-the-art matrix sparsity estimator;

• MetaAC [32]: a statistically unbiased sparsity estimator;

• DMap [32]: a statistically unbiased sparsity estimator with block cells;

• LGraph [12]: a graph-based sparsity estimator with 𝑟=32 [53];

• RS-estimator: our proposed sparsity estimator.

All estimators utilize the same DP algorithm as depicted in Algorithm 3 and runtime kernels [32].

SMCM algorithms.We compare the following algorithms:

• L2R: it adopts the left-to-right chain order and uses Algorithm 4 for sparse matrix multiplica-

tion;

• Naive: it regards all the input matrices as dense matrices, then uses the classic dynamic

programming to determine an optimal order, and finishes SMCM using Algorithm 4;

• MNC-SAL [53]: it adopts MNC estimator in chain ordering and uses Algorithm 4 for sparse

matrix multiplication;

• DMap-SAL [32]: it employs DMap estimator in chain ordering and uses Algorithm 4 for sparse

matrix multiplication;

• LGraph-SAL [12]: it uses LGraph estimator in chain ordering and uses Algorithm 4 for sparse

matrix multiplication;

• MetaAC-SAL [32]: it adopts MetaAC estimator in chain ordering and uses Algorithm 4 for

sparse matrix multiplication;

• RSE-CSR: it adopts RS-estimator in chain ordering and the state-of-the-art parallel matrix

chain multiplication algorithm using CSR format [40];

• RoseMM: Our proposed parallel SMCM algorithm.

We have also tried to use existing sparse matrix-matrix multiplication algorithms, including

GPU implementations such as cuSPARSE [45], bhSPARSE [40], and TileSpGEMM [44], in SMCM,

but all of them encountered the out-of-memory issues, so we omit their results.

All the algorithms mentioned above are implemented in C++ and compiled with the gcc 9.4.0

compiler using the -O3 optimization level. The experiments are run on a Linux machine running

Ubuntu Linux 20.04.5 LTS. This machine is equipped with dual Intel Xeon(R) Gold 6338 2.0GHz

processors (64 cores) and 496GB of RAM. The number of threads 𝑡 varies from 8 to 64, and we set

𝑡=64 by default. For the coefficients of the cost model in Equation (2), we set 𝛼 = −130, 𝛽 = −16,
and 𝛾 = 83 through multi-linear regression with the least squares fitting method [8, 32], based on a

random selection of ten thousand matrix products from the five datasets.

Fig. 8. Relative error of all estimators for sparse
matrix-matrix multiplication on all datasets.
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Fig. 9. Runtime of all sparsity estimators for SMCM
on all datasets.
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Fig. 10. Relative error of all estimators for SMCM on all datasets.
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Fig. 11. Effect of the length of matrix chain.
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Fig. 13. Scalability test.
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Fig. 14. Effect of the number of threads.

6.2 Efficiency and accuracy evaluation of sparsity estimators
In this section, we evaluate the sparsity estimation accuracy of MetaAC, MNC, DMap, LGraph, and
RS-estimator on all datasets. To establish a ground truth for sparsity, we first perform exact

matrix chain multiplications for all datasets, allowing us to derive the exact sparsity of the output

matrices. Subsequently, we employ the concept of relative error, introduced by Sommer et al. [53],

as a benchmark metric for sparsity estimation accuracy evaluation. Assuming that O is the output
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Estimation DP Matrix multiplication
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Fig. 15. Proportion of time cost of each component for SMCM algorithms on all datasets.
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Fig. 16. Runtime of all SMCM algorithms with the
mix of dense and sparse operations (length = 5).
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Fig. 18. Efficiency in application studies (length = 4).

matrix, the relative error is defined as:

𝜀 (O, Ô) =
max

{
𝜌 (O), 𝜌 (O)

}
min

{
𝜌 (O), 𝜌 (O)

} . (19)

Here, the relative error value falls within the range of [1,∞), with values closer to 1 signifying amore

precise estimation, indicating proximity to the exact sparsity. For the figures reporting the relative

errors below, we use box plots to depict the relative errors of MNC, MetaAC, and RS-estimator,
where each box plot displays the corresponding median, lower quartile, upper quartile, minimum,

and maximum values.

• Sparse matrix-matrix multiplication. In this experiment, we randomly select 100 matrix

pairs for each HIN, then measure the relative error of multiplying them, and finally report the

relative error of all the estimators in Figure 8. Clearly, RS-estimator achieves the lowest relative

error compared to DMap, MetaAC, and MNC. Particularly, it exhibits a relative error close to 1 on
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the DBLP and IMDB datasets, indicating that the estimated value closely aligns with the exact

value. It’s important to note that both MNC and MetaAC can yield zero estimated values, leading

to significant relative errors, as observed in datasets like DBpedia and FreeBase. This is because

MetaAC’s estimated value decreases exponentially as the number of columns in the first matrix

increases. For MNC, its estimated value relies on the product of the number of non-zero elements

in the 𝑖-th column of the first matrix and the number of non-zero elements in the 𝑖-th row of the

second matrix, so its estimation can reach zero when both input matrices are sufficiently large and

sparse. As the dataset size increases, the accuracy of DMap decreases, and it fails to produce results

on Freebase due to out-of-memory (OOM) issues. While LGraph achieves superior accuracy among

all estimators, it does so at the expense of efficiency, a trade-off to be discussed later.

• SMCM. Figure 10 depicts the relative error of all the estimators for SMCM.We also evaluate the

runtime of all estimators for SMCM on all datasets, as depicted in Figure 9. Again, RS-estimator
achieves the lowest relative error compared to DMap, MetaAC, and MNC. The main reason is that

RS-estimator focuses on estimating the row-wise sparsity, which offers a more fine-grained

sparsity, enhancing its robustness throughout the SMCM process. On smaller datasets such as

DBLP, the accuracy of DMap outperforms MetaAC and MNC, however, the relative error significantly
increases as the dataset size increases, reaching its lowest accuracy on DBpedia. Furthermore, DMap
exhibits the longest runtime among all estimators, surpassing other methods’ runtime by up to four

orders of magnitude. For the largest dataset, Freebase, DMap fails to produce results due to OOM.

As for LGraph, it achieves the highest estimation accuracy, and its accuracy is less influenced by

the length of the SMCM. However, this comes at the expense of a trade-off, as the runtime of our

proposed RS-estimator is up to two orders of magnitude faster than LGraph.
As the chain length increases, the accuracy of all methods decreases because SMCM tends to

increase the number of non-zero elements. For instance, on the first three datasets, MetaAC achieves
initially excellent accuracy with only marginal increases in errors, but it exhibits an upward trend

in errors as the chain length grows. On the last two datasets, the performance of MNC, MetaAC and

MDap is notably poor. In particular, the relative error of MNC, MetaAC and MDap reaches up to ∞,
signifying a failure of the estimator due to most predicted elements being zero.

6.3 Efficiency evaluation of SMCM
• Overall efficiency results.We evaluate the runtime of all SMCM algorithms on all HINs, and

report the results in Figure 12. Clearly, our RoseMM algorithm achieves the best efficiency on most

datasets, especially on DBpedia and FreeBase datasets. It is up to three orders of magnitude faster

than the state-of-the-art algorithms MNC-SAL and MetaAC-SAL, and up to two orders of magnitude

faster than LGraph-SAL. The runtime of L2R and Naive is comparable to MNC-SAL and MetaAC-SAL
due to the subpar accuracy of the two estimators in these datasets. Note that on IMDB, our algorithm

is slightly slower than L2R and Naive. This is primarily due to the dataset’s relatively low number

of non-zero elements, which results in fast matrix multiplication and reduces sensitivity to the

execution order. Note that the runtime of SMCM does not purely rely on the sparsity; instead,

factors such as matrix size and structure should also be considered. These factors significantly

influence overall efficiency. Moreover, both L2R and Naive bypass the need for sparsity estimation,

saving extra time. Besides, RoseMM is up to 10× faster than RSE-CSR. The performance difference

can be attributed to the improved parallelism offered by the utilization of the sparse adjacency list,

which effectively minimizes thread synchronization overhead.

• Effect of the length of matrix chain. Figure 11 shows the effect of matrix chain length

𝑙 ∈ {3, 4, 5, 6, 7} on processing time. It’s noteworthy that the runtime of L2R, Naive, DMap-SAL,
MNC-SAL, and MetaAC-SAL exhibits a notable increase as 𝑙 becomes larger. This phenomenon

primarily stems from a reduction in estimation precision as 𝑙 increases. In contrast, our method
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shows a relatively modest increase in time consumption. This is because RS-estimator can achieve

higher accuracy and reduce calculation time, particularly for lengthy matrix chain multiplications.

While LGraph achieves high accuracy, its inefficient estimation significantly prolongs the entire

SMCM process.

• Effect of the number of threads. Figure 14 presents the efficiency by varying the number of

threads 𝑡 from 8 to 64 across all datasets. As 𝑡 increases, the runtime of L2R, Naive, and RoseMM
shows linear reduction, indicating strong parallel scalability. Besides, RoseMM outperforms RSE-CSR
by up to 20×. This performance discrepancy is primarily attributed to the additional synchronization

overhead introduced by CSR. In addition, DMap-SAL, MetaAC-SAL, and MNC-SAL incur significant
time costs, mainly attributed to the substantial overhead resulting from the order obtained by their

estimators. Although LGraph-SAL demonstrates high accuracy, the estimator’s time consumption

renders it inefficient.

• Scalability test. To test the scalability, we randomly select 20%, 40%, 60%, 80%, and 100% of

edges from each HIN, and then obtain five sub-HINs induced by these edges respectively. For lack

of space, we only show the results on DBpedia and FreeBase in Figure 13 since the trends are

similar on other datasets. It’s evident that as the dataset size grows, the time cost of all algorithms

increases, but on all datasets, the curves of our algorithm have lower slopes, so it achieves better

scalability than L2R, Naive, LGraph-SAL, DMap-SAL, MetaAC-SAL, and MNC-SAL.
• Proportion of time cost of each component for SMCM algorithms. In this experiment,

we evaluate the proportion of time cost for each component of the SMCM algorithms on all datasets,

including the sparsity estimation phase, dynamic programming phase, and execution of matrix

multiplication phase. Note that the runtime of the sparsity estimation phase consists of the time

cost of sketch construction and sparsity estimation. The results are depicted in Figure 15. It’s

essential to highlight that, in our RoseMM approach, sparsity estimation contributes minimally to

the overall time cost, especially in datasets like FourSquare, where matrix multiplication dominates

the execution time. The dynamic programming phase proves highly efficient across all datasets,

benefiting from obtaining non-zero elements during the estimation phase, resulting in a mere few

milliseconds of processing time. Conversely, DMap and LGraph face challenges due to the time cost

of estimation exceeding that of matrix multiplication, making them less suitable for large-scale

datasets. DMap, in particular, encounters out-of-memory issues. While MetaAC and MNC demonstrate

high efficiency, their effectiveness is compromised by lower estimation accuracy, notably affecting

the efficiency of multiplication execution. This is particularly evident in datasets such as DBpedia

and Freebase, where matrix multiplication time prevails.

• Efficiency on the mix of dense and sparse operations. In this experiment, we evaluate the

mix of dense and sparse operations following the experiment setting of MetaAC [32]. Specifically,

we randomly generate five matrix chains, each consisting of five 100𝑘 × 100𝑘 input matrices, to

perform mixed operations. The sparsity of the matrices follows a normal distribution. The bounding

<𝑚𝑖𝑛,𝑚𝑎𝑥, 𝑎𝑣𝑔> distributions for data skew are <10−10, 100, 10−5>with variances {𝑎𝑣𝑔, 10·𝑎𝑣𝑔, 100·
𝑎𝑣𝑔}. The results are presented in Figure 16, at a variance of 10

0 · 𝑎𝑣𝑔, our method demonstrates

optimal efficiency, surpassing DMap by up to 24×. As the variance increases, the execution times for

each method become comparable. This is attributed to the diminishing impact of the order on the

overall runtime of SMCM with the growing sparsity.

• Effect of different matrix multiplication algorithms. In this experiment, we evaluate a

variety of algorithms with different storage formats for SMCM. Specifically, we have compared the

sparse matrix multiplication algorithms within the Intel oneAPI Math Kernel Library (MKL) [59],

and the algorithms employing various matrix storage formats, including CSR (MKL-CSR), CSC
(MKL-CSC), and BSR (MKL-BSR). All methods are implemented with our proposed RS-estimator for
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SMCM. The experimental results are presented in Figure 17. RoseMM outperforms RSE-CSR by up

to 2.24× and is 4.6×, 9.27×, and 7.23× faster than MKL-CSR, MKL-CSC, and MKL-BSR, respectively.

6.4 Application studies
In this section, we apply our proposed SMCM algorithm to two real applications and analyze its

empirical results.

• PathSim [55]. Given an HIN, PathSim measures the similarity between two vertices of the

same type using a symmetric meta-path P, which consists of a sequence of vertex types and edge

types. The PathSim formula employing SMCM is expounded in Section 1. To solve the SMCM, for

each HIN we first randomly select 10 meta-paths whose lengths are four, which is a widely adopted

parameter in PathSim evaluation [55]. Then, for each meta-path, we compute the PathSim values

between all the vertex pairs whose PathSim values are larger than zero. We report the average

runtime of all SMCM algorithms in Figure 18(a), where Baseline is the PathSim computation

algorithm proposed in [55]. Comparatively, RoseMM exhibits remarkable performance advantages:

it is up to 48× faster than the baseline, up to 5.6× faster than RSE-CSR, up to 249× faster than

MetaAC-SAL, and up to 361× faster than MNC-SAL.
• Node embedding [27, 34]. HIN node embedding algorithms [17, 19, 48, 52, 66] often leverage

meta-path-guided random walks to capture semantically meaningful information from the various

entity types and their relationships. The formulation of meta-path-guided random walks is detailed

in Section 1. To evaluate the efficiency of SMCM algorithms for node embedding, we first randomly

select 20 meta-paths, each with a length of 4, and then run all the SMCM algorithms. We display

their average runtime in Figure 18(b), where Baseline denotes the state-of-the-art meta-path

guided random walk approach in [52, 65]. The results illustrate that our RoseMM algorithm achieves

up to 11× faster performance than the baseline, and is as much as 7.6× faster than RSE-CSR. Besides,
RoseMM outperforms MetaAC-SAL and MNC-SAL by a factor of up to 170× and 161× respectively.

7 CONCLUSIONS
In this paper, we study the problem of sparse matrix chain multiplication (SMCM) and develop an

efficient algorithm. We first introduce a simple yet effective estimator, called row-wise sparsity

estimator (RS-estimator), which exploits the structural properties of matrices for better estimation,

and then we provide an extensive theoretical analysis of its accuracy. Based on RS-estimator,
we further develop an algorithm to determine a good order of SMCM and propose an efficient

parallel SMCM algorithm, called RoseMM, by employing a sparse adjacent list data structure to

reduce the synchronization costs with multiple CPU threads. Extensive experiments with large

sparse matrices extracted from five real-world graphs show that RS-estimator achieves higher
accuracy than state-of-the-art sparsity estimators, and RoseMM is up to three orders of magnitude

faster than state-of-the-art SMCM algorithms. In the future, we will implement our algorithm on a

distributed platform and test its performance.
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